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Foreword from the  
Minister for Local Government

Local governments have a unique role in  
Western Australia. As the level of  
government closest to our communities, 
 there are no organisations better placed to  
play a key role in their development.

Local governments do complex, broad work  
across a whole range of spheres, and their level of  
influence has been perfectly demonstrated during the COVID-19 pandemic.

The McGowan Government asked local governments to step up and take a 
leadership role in WA’s economic and social recovery during the crisis, and they 
have done so admirably. The sector continues to deliver—for local communities and 
for the State.

In the past decade, local governments have accelerated into a far more 
sophisticated role than many of us could have imagined.

Subsequently, the community’s expectations of what local government does outside 
of the outdated ‘roads, rubbish and rates’ functions are high and community 
development is central to everything local governments do.

And it’s not just about filling a gap in service provision. WA’s community 
development officers have done a tremendous amount to create sustainable and 
liveable communities, developing the links between community aspirations, 
financial capacity and service delivery.

WA has 137 local governments, each with its own set of challenges, opportunities 
and its own vision of community development.

The purpose of the ‘Measuring Our Impact: Evaluation Framework’ project is to 
create an evaluation framework that will enable a shared vision and purpose among 
community development practitioners.

The toolkit and training that will support the framework will enable those 
professionals—including those with little previous experience of evaluation 
methods—to translate the framework into practice.

It promises to add tremendously to the great work already taking place at the heart 
of our communities, that is being led by local governments

I am pleased to support this exciting project, and acknowledge the University of 
Western Australia’s Centre for Social Impact and the Local Government 
Professionals Community Development Network for their ongoing work to get the 
best outcomes for WA’s communities.

David Templeman MLA 
Minister for Local Government



  Foreword from  
  State President of  
  Local Government  
  Professionals  
  Australia WA

Community development in local government:  
measuring our impact
The role of local government continues to evolve and expand beyond its traditional 
role. Community expectations have grown, regulatory frameworks have become a lot 
more complex, and local government has much more of a significant part in our lives, 
impacting on community and social wellbeing, as well as economic prosperity.

This broadening of roles means that the pressures on local government to get key 
investment, capacity and resource allocation, and delivery model decisions right, so 
as to cater for the increasing demand for better services, are greater than ever.

Local government, in its endeavour to increasingly support community wellbeing 
initiatives, recognises that it also needs to be paying much more attention to ensuring 
a more collaborative role with communities so that these key investment decisions 
are not only informed and supported by the knowledge, needs and commitment of 
local residents, but so that they remain engaged in the values of civic spirit and 
responsibility.

A shared purpose and commitment amongst community development practitioners 
to the public they serve has resulted in what will become a valuable evaluation 
framework for the sector—one that will help guide and measure the effect of 
decision-making meeting the needs of our local communities, now and into the 
future.

LG Professionals WA is delighted to support this project and recognises and thanks its 
Community Development Network and the University of Western Australia’s Centre 
for Social Impact for their commitment and efforts in enhancing the community 
development aspirations of the sector.

Jamie Parry  FLGP 

State President 
LG Professionals WA
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Any evaluation that increases our 
understanding of a program, and 
communication and feedback loops 
between program participants, 
stakeholders in the community and 
organisational leaders, will be of value …

Foreword from the  
Community Development Network

This is an initiative of the Community Development Network (CDN) of 
Local Government Professionals WA. It has been an inspiration to work 
with many deeply committed stakeholders and see this evaluation 
framework take shape, galvanised by extensive contributions state-wide. 

Several years ago, the CDN identified a growing need within local 
government to more meaningfully measure, report and showcase the 
impact of its community development responsibilities. Whilst we knew 
extraordinary efforts were taking place, there were limited signposts to 
guide practitioners toward measuring these community outcomes in a 
robust way.  

The CDN is resolute in its desire to build knowledge and capacity within 
the profession to undertake community evaluation successfully, and by 
doing so, create maximum public value across WA. This resource is 
intended to support community practitioners strengthen their 
understanding about the principles of evaluation, and provide practical 
steps to implement evaluation in practice. It’s an exciting opportunity to 
show leadership and demonstrate that our purposeful efforts make a 
significant, positive difference in our communities.



Hello from the  
Community Development Officer Working Group

We are a small group of Community Development Officers who have worked to 
support the development of this Evaluation Framework, which is intended to meet 
the evolving needs of the work of the community development sector within local 
governments in Western Australia (WA).

We know that in local government many different actors play an important role in 
community development. Various officers and teams are covering areas such as 
libraries, place management, the arts, access and inclusion, working across various 
age demographics and multicultural interests. For the sake of simplicity, in this 
document we will use the term Community Development Officers (CDOs) to 
encompass all of these roles.

As Community Development Officers (CDOs) and leadership teams working in local 
governments across WA, we endeavour to build strong relationships with the 
agencies, groups and individuals we work with. We believe you have a desire to 
make a real difference to the lives of others, which drives the work we do. Many 
CDOs also have the privilege of seeing the impact of our efforts within the 
communities in which we work. Despite this, we may find ourselves without the 
tools, skills, language, or frameworks to demonstrate the impact of our work to 
others. This Evaluation Framework and Toolkit developed by the CSI UWA team aims 
to equip you with these things to help enhance your practice, identify what is 
working best, and where resources can be best allocated.

While this resource has packed in quite a bit of information, you can absorb it 
wholly or in bits and pieces as you develop your evaluation practice, depending on 
what works for you and your projects. 

We recognise that everyone will be at different starting points with their evaluation 
skills and knowledge. We hope this resource will assist you in making incremental 
changes towards an evaluative mindset and an approach to evaluation that suits 
your work. While evaluation can sometimes seem complex and messy, you will 
hopefully be able to pick up what suits your activities best and the tools provided 
will form part of your ongoing practice. Jumping in and trying something new can 
be the best way to learn. This resource is intended to provide you with a framework 
and a set of tools to help you get started.

We thank the CSI UWA for developing such an innovative and comprehensive 
Evaluation Framework and Toolkit; one that truly speaks to CDOs and managers—
and is a first for community development in Australia.

Local Government Community Development Officer 
Working Group
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Evaluation in practice: 
a pragmatic tool for community development work

This resource has been written specifically for local government 
community development officers. In order to provide an example of 
how this will apply in day-to-day practices, the following scenario has 
been provided for readers to set the scene.

The context
I have just started my role as a Community Development Officer (CDO) for a Regional 
Local Government and am looking forward to seeing what has been happening in this 
space, in this community. The ‘Together 4 Tea’ program has been going for two years 
now. Running out of the local library, the program enables 65- to 80-year-olds to 
meet socially in informal but structured, regular sessions (with morning tea as the 
central activity!). Although a very simple initiative, the librarians tell me that it is a 
great success (anecdotal evidence). 

I have some understanding of evaluation, and hope this knowledge can support my 
learning about the program, enhance the program, help me with my reporting tasks 
and, most importantly, articulate in a meaningful way its value to others in the 
Council (purpose of conducting evaluation).

Reviewing existing data collection
In looking through the ‘Together 4 Tea’ planning documents (document review) I 
have not seen much about the idea behind why the program is important, or why it 
works for people (the program design, evidence-base or theory of change). Although 
it seems obvious—I guess old people can be lonely—there is also no data provided 
on why this program is needed in my community. Program documents show that this 
program aligns with the Council’s Age-Friendly Plan (part of the Integrated Planning 
and Reporting Framework) and I can see that this fits in with one of the eight 
domains:

 ‘Social participation: Strong and regular social connections are vital 
to fostering positive relationships, wellbeing, physical health and a 
sense of belonging.’

However, this seems quite abstract and unrelated to having a cup of tea! How do I 
know my program is really contributing to this lofty goal? The Age-Friendly Plan also 
suggests a way to see if the program is creating a change in the right direction 
(indicator) in the ‘satisfaction of attendees’. These numbers (quantitative data) will 
be important to capture, but I feel that doesn’t quite get at what people have told 
me is so wonderful about the program (qualitative data). I will select the most 
suitable instrument (measure) of satisfaction and collect data on that measure for 
Age-Friendly Planning purposes, but I would also seek information that will give me a 
bit more understanding; the ability to learn about what is working, be curious, share 
success and explore with others how we can improve (evaluative thinking).



| MEASURING OUR IMPACT | 2

Establishing purpose
I have a conversation with my supervisor, who tells me that there are other libraries 
in our local government who might want to try this program. I think we need a short 
report describing how the program is implemented: how participants are recruited, 
what works in terms of length of sessions and number of attendees; and any 
learnings about the best way to deliver the program in libraries—that is, what we 
have learnt about providing physical access for those with mobility issues, what days 
and times are suitable that fit in with other programming and the needs of older 
people, etc. (process evaluation). 

Many who I speak to agree the program is a success and we know from past activity 
reporting that participant satisfaction is high. However, it remains unclear exactly 
what we mean by success/satisfaction, and what the outcomes (benefits, or value to 
participants) actually are, so I hope to find out more about the difference this makes 
for participants (impact/outcome evaluation).

Is there a basis for this program? What do we know about what has been done in 
other jurisdictions and what works? I begin with a quick search (using Google Scholar) 
for what we know, from either published studies, books or Government frameworks, 
about older people and loneliness, and existing solutions for this, and summarise it in 
brief points (evidence review). I also search for robust existing literature reviews 
(systematic reviews).

Also, if possible, what can I find out about older people in my community? I will look at 
ABS data to see the general population trends and anything I can about 65- to 80-year-
olds in my community. The Age-Friendly Plan from my Council is really useful in 
providing this context—for example, demographic data such as socio-economic status, 
health and cultural identities common in my community’s local older population.

Developing a program logic and theory of change
Once I have a few key findings about the profile of this target group and evidence of 
similar programs, I arrange to spend half a day sitting down with librarians who have 
worked closely with this program and other stakeholders, the previous CDO, a few 
clients who have attended and someone from my leadership team (the authorising 
environment for a program). In this workshop we could unpack why this program 
actually works, and describe in detail the change expected—so if this happens, then this 
will flow on from that (program logic). In this workshop we map out visually in one page:

• The inputs or resources that go into the program (e.g. morning tea, librarians’ time 
for administration, access to a venue for two hours per week).

• The main activities/outputs (e.g. semi-structured social networking sessions).

• Immediate outcomes for participants (e.g. meeting and chatting with others).

• Medium-term outcomes (e.g. friendship networks between participants form and 
strengthen).

• Longer-term community impacts (e.g. if this program continues for a long time, 
and participants sustain changes and networks expand, this area will have a more 
socially connected community of older people and be a welcoming, inclusive place 
for older people to live).

Once this is mapped out visually, and with my evidence review as a guide, it should 
be easier to describe in a few sentences why logically someone coming to ‘Together 4 
Tea’ should be expected to be more socially connected and contribute to a more 
connected community for older people and what underpins the linkages between the 
various parts of the program (theory of change).
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Creating a measurement framework
The great thing about having a program logic is that this can guide me about what I 
need to measure to communicate to others that this program has made a difference 
(measurement framework). Most likely, the administrative data for this program and 
excellent records kept by the previous CDO and librarians mean that suitable data 
systems for capturing inputs and activities/outputs already exist. In the past 
participants have been asked whether they are satisfied with the program resulting in 
80% indicating they are ‘satisfied with the program’. However, looking at my program 
logic I see there is a gap in outcome data. I think the survey question about 
satisfaction doesn’t really help me with understanding the difference the program 
makes for people. So I redesign the survey questions to better reflect the program 
logic (survey design). 

     For example, I might ask:

One immediate outcome question:
 ‘Together 4 Tea’ sessions were facilitated in a way that made 

me feel welcome and included.
  Strongly agree    Agree   Disagree   Strongly disagree

One medium-term outcome question:
 Attending ‘Together 4 Tea’ over a 10 week period enabled me 

to form new friendships.
  Strongly agree    Agree   Disagree   Strongly disagree

One longer-term outcome/impact question:
 Attending ‘Together 4 Tea’ has enabled me to feel a greater 

sense of belonging in my community.
  Strongly agree    Agree   Disagree   Strongly disagree
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I will add a question to the survey on the background of the respondents so that if 
we find out what works, we can also know for whom. I might also ensure the survey 
is conducted more regularly than in the past. It was often an annual survey, but I 
believe we can collect the data to better align to immediate, medium term and 
longer-term change—that is, after the fourth session, after one term (10 weeks), and 
a survey for participants who have attended for a year or more (pace of change, and 
change sensitivity testing).

Creating a data collection plan
I will also look at my program logic for ideas about other data that I can collect that 
will help strengthen and validate what participants say (a mixed methods approach). 
For example, participants might say they feel more connected, the librarian might 
observe the group are livelier and more sociable with one another over time, and the 
CDO might report behaviour change such as participants extending their contact 
with one another outside the program’s scheduled hours. Putting all these pieces 
from different sources together (triangulating data) and checking for alignment 
(congruence testing) creates a much stronger evidence base.

I write up my ideas for what data I need and present the plan and timeline to my 
supervisor for progression (data collection plan). My data collection plan includes the 
administrative data already collected, such as number of participants; the data 
needed to fulfil reporting requirements for the Integrated Planning and Reporting 
Framework, such as participant satisfaction with the program; plus a revised survey 
and some interview questions for semi-structured interviews with stakeholders.

I also map my data collection plan across the program logic, so that when all 
evidence is organised, it tells a story of change, and demonstrates impact.

Planning and resource considerations
By now, I have spent a few days thinking about this program, meeting with others, 
reviewing research and evidence. I have enough to write a brief (up to six pages) 
planning document (evaluation plan) that outlines all of the above thinking. I will send 
this to my supervisor for feedback and progression.

The plan might help me advocate for budget allocation (dedicated evaluation 
resources). It would be great to have extra resources to make this evaluation as 
robust as possible. With extra resources I could start to create a strong evidence 
base for the effectiveness of the program (impact evaluation). For example, what 
would have happened for the participants and the community had the program not 
been implemented (establishing the counterfactual)? You could compare the change 
in the program participants and community to participants of similar ages from other 
areas who do not have access to a program like ‘Together 4 Tea’.

Other questions I could explore with more resources would be around 
engagement—I could find and ask people who have not engaged in the program, why 
not? What are the barriers? How can we better reach those reluctant to engage?

Even if extra resources are not approved, however, I can embed some of these 
evaluation activities within my role in program management. I can engage 
stakeholders and ask for buy-in, and they can even share the load with data 
collection activities. Hopefully with the forward thinking and planning already done, 
we will end up with enough information to learn about the program.



EVALUATION IN PRACTICE: A PRAGMATIC TOOL FOR COMMUNITY DEVELOPMENT WORK |  5

What to take away from this example
‘Together 4 Tea’ is a fictional program and situation, designed as an 
example to illustrate how evaluation activities and thinking can be 
embedded in the daily work of a CDO. This does not capture all there is 
to know about evaluation—you could spend a lifetime learning about 
different evaluation approaches if you want to. However, it does 
reflect a few of the evaluation basics that are easy to use again and 
again, and it does demonstrate that evaluation does not always need 
to be onerous.

Evaluation can be a highly comprehensive, specialised process 
conducted by experts in the field—and there is a role for this kind of 
evaluation. However, evaluation can be a commonsense, practical 
activity conducted internally on a shoestring. A ‘just enough’ 
approach is one designed to capture the change expected, and by 
using different sources, to increase our certainty that this is true—
even if one cannot prove that this is true (limitations).

We recommend starting small and building capacity slowly. Any 
evaluation that increases our understanding of a program, and 
communication and feedback loops between program participants, 
stakeholders in the community and organisational leaders, will be of 
value. If any of the processes outlined above interest you, or you can 
see value for your work, then please read on…

…evaluation can be a commonsense, 
practical activity conducted 
internally on a shoestring…
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Evaluation can help us to 
understand how output, 
outcome and impact 
information can fit together to 
improve our learning and 
understanding of the work we 
do, and how to build on that to 
achieve greater social impact …
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Part One: 
Evaluation Framework



The goal is ultimately to 
approach our work with 
an ‘evaluative mindset’ …
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Section 1  Introduction

1.1 Why evaluate
Local government contributes to community development in many ways, spanning 
across library services, place management, recreation services, cultural development, 
and youth services amongst others. The common aim across all areas is to improve 
the health and wellbeing of our communities. But how do we know we are making a 
positive impact? How do we know if we are making the difference we want to make? 
And, even if we are certain of the difference we are making, how can we 
systematically measure and document this?

Evaluation tools provide a way of working that helps us to understand the impact of 
what we do, the value of our work for others, and areas that need improvement or 
focus. It may identify where a change in direction is needed. It can build evidence for 
a particular program or service, and better communicate our work.

Some CDOs have expressed the view that while there has been a sector focus on 
outputs, this is beginning to shift and there is much more interest in outcomes and 
impact. Evaluation can help us to understand how output, outcome and impact 
information can fit together to improve our learning and understanding of the work 
we do, and how to build on that to achieve greater social impact.

An evaluative mindset
Evaluation can be messy and feel uncertain. That’s okay. Some evaluations can be 
neatly planned and implemented, while other evaluations are conducted in more 
complex conditions, and might involve experimenting, learning and adjusting as you 
go along.

It is important to know that there is no perfect formula for a perfectly executed 
evaluation, so it is best to jump in, start small, try a few things and keep 
reflecting and learning. Remember to keep the purpose in mind. There are many 
things you could measure, but focus on information that will serve you best, at a 
given point in time.

The goal is ultimately to approach our work with an ‘evaluative mindset’—to value 
evidence and learning, to ask questions, to seek more understanding of impact, to 
think critically and challenge assumptions, and to inform what we do and how we do 
it for the benefit of our communities.
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1.2 Project background
This project was initiated by LG Professionals WA and supported by a number of West 
Australian local government authorities who worked with the Centre for Social 
Impact, University of Western Australia (CSI UWA) to develop this resource, an 
associated training program and web-based resources.

What we heard
Results from a Community Development Evaluation and Measurement Survey 
undertaken for this project, reflect a growing desire amongst CDOs and leadership 
teams to increase internal evaluation capacity.

Survey responses:
“I think there is a lot more interest in 
CDOs measuring impact than there 
was, say, 5 years ago. There is 
also a lot more talk around  
how that relates to  
community wellbeing  
which sparks that debate.”

“There definitely seems 
to be growing interest 
in better capturing the 
impact of our work…”

However, CDOs and leaders also reported resource constraints which included time, 
money, skills, training and capacity to support this work, and other organisational or 
cultural barriers to evaluation. For example, while senior leaders do give ‘in principle’ 
support for evaluation, this is often not translated into practice, or does not help 
unlock the resources required to conduct evaluations. Respondents also noted that 
when evaluations were conducted, they were sometimes ineffective and/or the 
findings were not well utilised. This tells us that CDOs are likely to need to:

Start small, utilising basic evaluation methods suitable within a  
resource-constrained environment.

About this Framework
This Evaluation Framework is a tailored response to the needs of CDOs—a guide to 
evaluation basics that can be effectively used within a range of settings.

This resource is a step towards creating a more systematic approach to evaluation 
across the state-wide network of CDOs, enabling CDOs and managers to develop a 
shared language and understanding about what is possible when evaluating their 
work. Outside of this resource, and through ongoing training, it is hoped that CDOs 
can support one another as the sector builds capacity, and that leaders can support 
this work too.
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This resource consists of two parts:

• Part One: An Evaluation Framework providing:
– An overview of key things to consider when planning and managing an evaluation.
– A foundational approach to undertaking evaluations for community 

development purposes in local government settings.
– A discussion of main approaches to evaluation and methods that might be most 

suitable to a real-world local government context.

• Part Two: A Evaluation Toolkit providing:
– Guidance on implementing the evaluation cycle and using different evaluation tools.
– Templates and resources.

1.3 Developing the Framework: core principles
Community development work:  
understanding the change we make
At the start of this project, the CSI UWA attended a Community Development Forum, 
where CDOs from local governments across WA were asked to summarise their work 
with one ‘change word’. The most popular word was ‘facilitate’, selected by one third 
of the 65 respondents (32.3%), followed by ‘enable’ (18.4%). Interestingly, a quick 
glance at all the words suggested by CDOs at the Forum reveals a strong pattern: 
most change created through community development work often involves a 
mediator, and is one step removed from the ultimate impact point.

This tells us something important about the change created by CDOs. Firstly, the 
impacts are created in relationship with others, and secondly, the effects of community 
development work are more indirect than direct. In other words, CDOs effect change 
indirectly, and through working with others to support them to effect change.

Figure 1: Words to capture the nature of change created by CDOs



1 Warner M (2001) ‘Building social capital: The role of local government’, Journal of 
Socio‑Economics, 30(2), pp. 187–192.

2 ibid.
3 Wallis J and Dollery B (2002) ‘Social capital and local government capacity’, Australian Journal of 

Public Administration, 61(3), pp. 76–85.
4 Phillips R and Pittman R H (2009) An Introduction to Community Development. Routledge.
5 Craig G (2002) ‘Towards the Measurement of Empowerment: the Evaluation of Community 

Development’, Journal of the Community Development Society, 33(1), pp 124–146.
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Processes, social capital and outcomes
This aligns with literature on community development which proposes that CDOs 
often create social capital, and the conditions of empowerment and agency.1

Phillips and Pittman (2009) note that practitioners of community development think 
in terms of outcomes (i.e. the “physical, social, and economic improvement in a 
community”), while most academics think of community development as a process 
or “the ability of communities to act collectively and enhancing the ability to do so”.

Processes of community development are patterns of action that lead to greater 
empowerment of local communities.

Social capital, or the ability to act, manifests as strengthened networks of 
people who feel empowered to act together more effectively to pursue their 
collective interests through facilitating, enabling and building capacity.2

Outcomes of community development can include community groups taking 
action, as well as specific improvements in the community.  
For example, more inclusive social networks.3

It can be useful to think of the relationship between the process and outcome as in 
the ‘community development chain’ illustrated below.

Figure 2:  Community Development Chain (from Phillips and Pittman)4

Capacity building  
community development 

process

Social  
capital

Community development 
outcome

Developing the ability  
to act

The ability to act Taking action
Community improvement

The process, or the way change happens, can be equally, or even more important, 
than the outcome. For example, programs which achieve an improvement in health 
indicators, but are culturally inappropriate, deliver outcome goals but would fail an 
evaluation of process goals.5

Evaluating outcomes alone overlooks the importance of empowerment and 
participation in community development initiatives. From this perspective, it is 
not whether or not the outcomes are achieved that matters, it is how they are 
achieved that is important.



… evaluation is a  
highly adaptable process …
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Implications for evaluating community development work
To understand the impact of community development programs, it is important to 
evaluate the state of all three components of the community development model.

Figure 3: Community Development and Economic Chain (from Phillips and Pittman)6

Processes of  
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community participants 
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The social capital 
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At first glance this may make evaluating outcomes seem less straightforward. 
However, evaluation is a highly adaptable process, and what this change model 
means for evaluation is that there should be a focus on the causal chain of events, 
not just the outcomes (i.e. use of program logic). Process evaluation will be just as 
important as outcomes or impact evaluation, and that evaluations should be done in 
partnership with stakeholders—as the relationships that CDOs engage are part of the 
change process. 

This Framework will:

1. Outline the use of program logic as a foundational tool for demonstration of 
impact.

2. Outline the importance of process evaluation, as well as impact evaluation, for 
demonstrating the impact of community development work.

6 Phillips R and Pittman RH (2009) An Introduction to Community Development. Routledge.



| MEASURING OUR IMPACT | PART ONE: EVALUATION FRAMEWORK 14

Section 2 Evaluation foundations

2.1 Defining evaluation: What is it?
Evaluation involves collecting and analysing information to answer questions about 
the value or merit of an activity. Learning about evaluation will teach you how to 
assess the processes, activities and outcomes achieved, to determine whether 
programs are ‘making a difference’.7

Defining evaluation
A formal definition of evaluation is ‘a social science activity directed 
at collecting, analysing, interpreting, and communicating information 
about the workings and effectiveness of social programs’. 
(Rossi et al. 2004) 

2.2 Scoping evaluations: What are the key questions?
Many systems that organisations set up around reporting are often based on rigid 
templates or pre-set targets and indicators. Evaluation is different and there is scope 
for it to be a much more open process. Evaluation is a pragmatic activity that aims to 
answer questions that stakeholders consider will be most useful to know, at a given 
point in time.

Some key evaluation questions might be:

• Has the program been implemented as intended? If not, why not?

• Has the program achieved its intended results? Unintended results?

• What worked well? What didn’t?

• What has changed as a result of this program?

• Has this program made a difference?

• How are the lives of (people, communities) better?

• Does the program represent a good return on investment?

Evaluation relies on both quantitative and qualitative measurement to provide the 
information to answer the questions. Agreeing on a set of questions with other 
stakeholders normally forms the basis and starting point of an evaluation.

7 Rossi P, Lipsey M and Freeman H (2004). Evaluation: A Systematic Approach. Sage Publications.
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2.3 The evaluation cycle: What are the main evaluation phases?
Ideally, evaluation is built into the whole program cycle—from identifying what is 
needed through to designing an activity, planning, implementing, reflecting on results 
and determining program improvements. Importantly, good evaluation practice is to 
put the evaluation design in place before the program begins so that measurement 
occurs before, during and after the program has finished.

Figure 4 shows the interaction between cycles of evaluation and program 
development.

Figure 4:  Evaluation in the program lifecycle
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2.4 Planning: What needs to be considered at the start?
Steps in conducting an evaluation, at a basic level, are:

1. Clarify the evaluation focus and purpose—establish evaluation questions and a 
program logic.

2. Plan the process for communicating about the evaluation and engaging 
stakeholders.

3. Select which tools (e.g. surveys or interviews) and measures (the way in which we 
operationalise outcomes) will be used for collecting data.

4. Collect the data—before, during and after the program has ended.

5. Analyse the data—make sense of what it is saying and draw conclusions.

6. Answer the evaluation questions and report findings.

Prior to getting started, it is good practice to create an evaluation plan.

Developing an evaluation plan

An effective evaluation plan is a dynamic tool that is updated regularly and 
reflects changes in the program and priorities.

An evaluation plan details the approach to an evaluation, including how evaluation 
results will be utilised to improve the program and make decisions going forward.

Planning an evaluation in a local government setting should include:

1. Program logic (what is the change expected from program activities).

2. Outcomes, indicators and measures (what difference will the program   
make, what can you measure to know you have made a difference).

3. Measurement plan (when and how will you measure it).

4. Data collection plan (with tools such as a survey or interview schedule).

5. A list of stakeholders (including, importantly, the beneficiaries) and a plan to   
engage them at all stages.

A checklist for planning an evaluation is included in the  
Part Two: Evaluation Toolkit – Toolkit 4, and additional resources are 
listed in the Part Two: Evaluation Toolkit – Toolkit 9 of this Framework.

It’s better to keep an evaluation plan simple and achievable, rather than complex 
and unachievable. Start small and scale up your approach as you build 
knowledge, skills and confidence.
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2.5 Establishing purpose: What do we hope to find out?
Establishing the purpose is key to guiding the evaluation process.

What is your purpose?

• What information will best inform decisions and support future work?

• Do you need to demonstrate if activities are implemented as planned?

• Is there a need to document, communicate, and share program activities?

• Is there an interest in exploring unintended and intended outcomes?

• Are you intending to gauge effectiveness in localised settings before   
potentially expanding across other areas/wards?

Consider both the activity and the strategic context
The purpose will depend on both the nature of the activity and strategic factors.

1. The activities that you are likely to evaluate may include community events, 
programs, projects, place building initiatives, social plans, or recreation services to 
name a few. Just as the purpose of each of these activities varies, so too will the 
purpose of evaluating them.

2. What is happening in the wider strategic context that will inform the evaluation? Is 
there a need to focus on accountability, value for money, creating an evidence 
base for effectiveness?

Here are some practical examples:

• A community garden program is popular with residents but does not have a secure 
funding base. The evaluation may then focus on community outcomes and 
whether resources are being used effectively, to convince decision-makers of its 
worth to communities, and to ensure it continues in future.

• A play-based community parenting program has a strong, existing evidence base 
and there is a desire to implement it more widely. Due to the strong evidence 
already existing, the evaluation might not need to focus on outcomes as much as 
exploring implementation learnings before it is scaled up and rolled out in regional 
areas.

• Moving support for volunteering from a physical hub location to a decentralised, 
online model was thought to be an innovative approach. A pilot program is trialled 
to gauge effectiveness. The evaluation will focus on measuring success and 
outcomes when compared to the physical hub model, and document processes 
and costs so as to compare both models and make decisions about how to 
progress in future.

• A new program targeting participants from a vulnerable community focussed on 
employment pathways. This evaluation could employ participatory evaluation 
methods, allowing participants to say if they felt the program meets their needs 
and why. Asking questions about who did not engage and why not might also be 
important.

Develop your evaluation questions
It is important to ensure that your evaluation questions are linked to the purpose, 
that they are sharply targeted and well scoped.

Generally, evaluations have no more than five questions, although there may be 
sub-questions. 



… ensure that all stakeholders 
will get some value from the 
information gleaned …
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Some examples of evaluation questions are outlined below:8

• Relevance – 'Is the activity doing the right things?'

• Effectiveness – 'Is the activity achieving its objectives?'

• Efficiency – 'How well are resources being used?'

• Impact – 'What difference does the activity make?'

• Sustainability – 'Will the benefits last?'

CDOs, leadership teams and community members may be involved in scoping the 
evaluation questions to ensure that all stakeholders will get some value from the 
information gleaned, and there are no important unanswered questions at the end.

8 Adapted from OECD/DAC Network on Development Evaluation, 2019, Better Criteria for Better 
Evaluation – Revised Evaluation Criteria Definitions and Principles for Use,  
www.oecd.org/dac/evaluation/revised-evaluation-criteria-dec-2019.pdf

9 Markiewicz A and Patrick I (2016) Developing Monitoring and Evaluation Frameworks.  
Sage Publications, Thousand Oaks, California.

Markiewicz and Patrick suggest that good evaluation questions are:9

• Agreed: There is consensus on which questions to answer.

• Practical: Questions are able to be answered with the resources 
available.

• Useful: Inform understanding and guide future decision-making.
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Section 3  Program logic

3.1 What is a program logic?
A program logic (sometimes called a logic model) sets out visually:

• Inputs: resources, such as staff time and venue hire.

• Activities and outputs: actions and deliverables.

• Outcomes: expected changes, both immediate, medium-term and long-term.

A program logic maps the expected relationships between inputs, outputs  
and outcomes through causal links. 

For example, if people come 
together to create a community 
garden, then they will form social 
connections, links an activity to an 
outcome through the logic of 
cause and effect, and a reasonable 
assumption made about that 
cause and effect.

A program logic can help:10

• clarify what is to be evaluated

• unpack the logic behind activities and expected outcomes—which helps to 
demonstrate outcomes

• focus the evaluation questions

• identify potential sources of information and inform data collection methods

• assist with interpreting findings and drawing conclusions.

A program logic helps you think through outcomes, medium-term outcomes and 
flow-on impacts. For example, if ‘reduced social isolation’ is a stated goal, short-term 
outcomes might include repeated attendance at an organised meeting place, 
medium-term outcomes might include new connections being facilitated and 
long-term outcomes might include sustained, regular and meaningful connection and 
engagement with local community members after year one.

Figure 5 (on next page) helps to explain outcomes via a simple graphical 
representation of the different elements of a program and how they are linked 
together.

10 W.K. Kellogg Foundation Logic Model Development Guide, 2001 
https://www.bttop.org/sites/default/files/public/W.K.%20Kellogg%20LogicModel.pdf
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Figure 5: Elements of a program logic
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3.2 How to build a program logic
A program logic can demonstrate, through causal links, that particular outcomes are 
likely to be achieved even if you are unable to measure all outcomes or long-term 
outcomes (which can be difficult to measure).

Program logic will always include: 

• Inputs (resources)

• Activities

• Outputs

• Outcomes.

Developing a program logic will also help to identify what to measure and when. This 
can help to clarify what information you need to provide evidence for. 

For more detail see Section 3.3: Identifying what information you need or 
“operationalising the program logic”.

A program logic could also include:

• Participation

• Assumptions

• External factors which could impact the program.

Program logic is best developed in a team that includes partners, stakeholders and 
leaders. This will ensure it captures different perspectives and ideas. Ideally, a 
‘co-design’ approach can be used which will also include beneficiaries and community 
representative/s. This approach can provide lived experience insights which may help 
clarify or correct any assumptions.
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A review of evidence to validate the causal links and assumptions in your program 
logic can significantly strengthen your logic model.

This evidence review can consider different fields of knowledge, or different lenses. For 
example, you can validate links using what you know from documented lived experience 
perspectives, a scientific lens (using for example systematic reviews of the evidence) 
and/or a policy lens. In many cases these multiple lenses will reinforce one another.

Considerations for developing a program logic:

• Engage a broad stakeholder group. 

• Use co-design methodology to draw out lived experience. 

• Draw upon existing evidence, such as scientific knowledge from systematic 
reviews.

Ultimately, use logic based on cause and effect: if this happens, then that will be 
a consequence. 

Long-term Outcomes

• Improved literacy  
and numeracy

Immediate Outcomes

• Students are more  
likely to attend school

Activities and Outputs

• Students at risk of 
disengagement are 
invited to start the 
day together with 
breakfast

Inputs

• Staff
• Cereal, bread, milk
• Use of room and 

fridge

Causal link validated through student interviews, which 
confirmed that the chance to have a satisfying breakfast at 
school in a socially supportive environment does motivate 
them to attend school and remove barriers to attendance.

Administrative data (attendance records) also indicates 
positive increases in school attendance.

Causal link validated through 
literature search, which 
confirmed a strong association 
between increased 
attendance and improved 
educational outcomes.

Building program logic — an example
A school-based breakfast program aims to improve educational outcomes for at-risk students. 
While it may seem a stretch to suggest a simple breakfast program with minimal funding can 
achieve educational outcomes, these causal links can be mapped using a program logic and 
validated through existing knowledge.

In the above example, you could consult with participants (lived experience) to 
validate whether it is true that the chance to have breakfast at school does motivate 
them to attend. Then, you could validate the link between increased attendance and 
improved literacy and numeracy outcomes through a literature search. Links between 
attendance and improved educational outcomes are also likely to be validated and 
politically endorsed in the policy literature and key frameworks available in the 
education sector.

This maps a pathway between cause and effect, to help determine whether progress 
is as expected and, if not, what might be affecting it. It is beneficial to return to your 
program logic during the implementation process. It is a useful tool to reflect with 
others upon any changes that have occurred.
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Closely related to program logic is a theory of change. While a program logic visually 
sets out the different elements of a program and establishes their links, a theory of 
change is a statement which explains the rationale or reason for the linkages between 
elements of the program logic and the expected change. A logic model describes, 
while a theory of change explains. With both program logics and theories of change 
there may be great variation in the extent to which underpinning evidence already 
exists. In some cases the theory or logic may as yet be untested. In other cases the 
theory is well established, and the theory of change will make this explicit.

3.3 Identifying what information you need or  
“operationalising the program logic”

Once a program logic has been developed, identifying what to measure will be easier.

Performance information should be sought across all parts of the program logic 
including inputs, outputs, short-term or immediate outcomes, and if possible, 
longer-term outcomes and impacts too. This is sometimes referred to as 
‘operationalising’ the program logic.

Operationalising outcomes involves considering an intended outcome and 
asking, how do we achieve that? How do we measure that? 

Consider your intended outcome and identify what instruments or measures 
might be used (e.g. for ‘wellbeing’ you might consider the World Health 
Organisation Quality of Life Instrument). 

In this process, the theoretical concepts within your program logic (e.g. eating a good 
breakfast will result in improved engagement with school) are turned into specific 
variables that you can measure (e.g. increased attendance rate) or for which you can 
even set a target (e.g. a 50% increase in school attendance or a 15% improvement in 
school performance). Data may be from existing data sources or data collection that 
occurs as part of your evaluation, or a mix of both.

Identifying data sources
A practical way to begin is by identifying what information is already being collected. 
Input and output data will be easy to access and collect as part of the management 
and administration of the activity. For example, project officers should be collecting 
records of room hire, number of participants who attended the workshop, number of 
workshops held, as part and parcel of their management of the program.

Outcome data may require more dedicated data collection efforts. Within your 
program logic you may have developed outcome statements such as: “students are 
more engaged in school as a result of attending the program”. A good indicator for 
this might be attendance rates which are already collected by schools. This is a very 
reliable data source and should be easily accessible.

However, for many immediate and longer-term outcomes there is often a need for 
planned data collection.

Outcomes measurement asks questions about change in a way that attempts to link 
the changes being measured to the program itself. You may ask participants directly, 
for example, what they have gained from the workshops. Questions asked might 
include: What has changed in the lives of individuals, families, organisations, or the 
community as a result of this program? Has this program made a difference?11

11 Adapted from the National Resource Centre (2010).
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Figure 6: An operationalised program logic for a parent education program 12
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See Section 4: Evaluation design for more information on data sources 
and measurement.

Part Two: Evaluation Toolkit – Toolkit 5 includes templates for developing 
a program logic. 

Example of operationalising the program logic
Operationalising the program logic takes outcome statements (such as increased engagement in 
community centre programs) and translates them into context-specific indicators (such as a 50% 
increase in enrolments) and measures (e.g. registration forms). A worked example of a parent 
education program (up to the point of determining appropriate measures) is below.

12 Adapted from Taylor-Powell E, Jones L & Henert E. (2003) Enhancing Program Performance with 
Logic Models. University of Wisconsin-Extension, p. 181.



Process evaluation Outcomes evaluation

Inputs  Activities Outputs Outcomes Long-term impact 

To understand if the program was 
implemented as intended.

• If not, what were the barriers faced and 
lessons learned?

• If the program model was revised, why?

To understand the effect of the intervention 
on participants (immediate outcomes) and 
beyond (longer term impact).

We need to know what we actually did… …to understand what we can attribute any 
changes to.
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Section 4 Evaluation design

4.1 Types of evaluation:  
Which strategies best fit context and purpose?

There are many types of evaluation which cater to different purposes.  
For community development work, generally three types of evaluation will be 
particularly relevant:

• Process evaluation: describe the implementation.

• Outcome or impact evaluation: measure the changes that resulted from the 
intervention.

• Economic evaluation: how resources are allocated, or benefits calculated from 
costs.

Depending on what is critical to find out, a process evaluation might be emphasised 
more than an outcomes evaluation—or vice versa. However, generally a little of both 
would be recommended, as shown in Figure 7 below.

Figure 7: Process and outcome evaluation

Process evaluation
Process evaluation can be ongoing, periodic or final, and it asks how—or how well—a 
program has been implemented. Process evaluations may be used to measure 
success, inform changes and improvements to the program or activity (action 
learning model), as well as helping to guide future planning.

Outcome evaluation
An outcome or impact evaluation assesses the extent to which a program achieved 
its objectives (outcomes) through the intervention (or activity). It may go further than 
looking at outcomes and try to examine attribution—for example, to what extent 
have the changes seen resulted from the intervention?
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The term outcome evaluation is sometimes used interchangeably with ‘impact 
evaluation’. Impacts, however, are typically considered as longer-term outcomes and 
often imply a broader reach than the immediate activity—such as community impacts.

A key concept in outcome/impact evaluation is the ‘counterfactual’. The 
counterfactual simply refers to what things would have looked like if the activity or 
program did not take place. When looking for evidence of outcomes or impact it is 
important to compare outcomes resulting from what actually happened with what 
would have happened if the program or activity had not taken place.

This comparison approach is at the heart of rigorous research, typically found in the 
realm of medicine and science. 

For more information on this and implications for evaluation 
methodology, see Part Two: Evaluation Toolkit – Toolkit 3: Evaluation 
learnings from the ‘gold standard’.

Economic evaluation
Economic evaluation can help decision-makers assess how to best allocate scarce 
resources (CDO time and skills, equipment, premises, energy, etc.).

Economic evaluations measure both the costs/investment of a program and the 
outcomes of the program. Resources alone will not tell us if a program is 
cost-effective, so an economic evaluation must consider the costs alongside the 
outcomes of a program.

Some types of economic evaluations are:

• Cost-effectiveness analysis—which compares the investment made in the program 
with the outcomes achieved.

• Cost–benefit analysis—which uses a systematic approach to estimate the costs 
and benefits in dollar terms associated with outcomes so as to determine the 
benefits relative to cost.

• Social return on investment (SROI)—which is an applied practical form of 
cost-benefit analysis using proxies of social, environmental, economic and other 
values and strong stakeholder engagement.

Local governments may use economic evaluations to decide how to invest when 
presented with programs with very different aims that may be hard to compare 
otherwise. For example, a cost-benefit analysis may help inform whether it makes 
better economic sense to invest in sporting or recreation infrastructure programs for 
enhanced community health and wellbeing.

Economic evaluations inform only one element of decision-making. They do not 
necessarily tell us which option is “better” in terms of delivering effective outcomes 
that are most meaningful to communities. If the cheapest option is also the most 
effective, then it is clearly the most cost-effective option. However, in practice, 
options may offer different compromises. For instance, if we pay this much more, we 
could get an additional ‘x amount’ of effectiveness. This is also known as an 
incremental cost-effectiveness ratio (ICER)—the additional cost incurred per 
additional unit of effect accrued.

Programs might be valued for the effects or benefits that cannot be expressed in 
economic terms, which can often be the case with community development 
interventions. Economic evaluations are just one part, albeit an important part, of the 
bigger decision-making picture.



There is no single  
right way to do an evaluation …
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Other types of evaluation
While process and outcome evaluations are the bread and butter of evaluation 
approaches, there are many other types of evaluation:

• Developmental evaluation can provide useful tools for situations that are in a state 
of development, flux or uncertainty. In such situations program logic might be 
difficult to establish because there are so many moving parts or the theory/
assumptions underpinning the model are also shifting. Developmental evaluation is 
purposefully adaptive and contextual, and supports innovation. It involves asking 
questions throughout the process and feeding the findings into a program in real 
time or close to real time. This evaluation approach has similarities with 
participatory action research approaches.

• Participatory action research (PAR) seeks to situate power within the research 
process with those who are most affected by a program and involves the active 
involvement of all stakeholders including program clients, practitioners, and 
community members.

• Social impact assessment (SIA) considers the various positive and negative impacts 
on a community that may arise from a particular initiative or project. It provides a 
process for identifying, analysing, assessing, managing and monitoring potential 
social impacts over the stages of the project lifecycle.

• Realist evaluation is a philosophical approach to evaluation that calls on evaluators 
to ask not just what works but what works for whom and under what 
circumstances. Both program structure and context matter.

What type of evaluation to use?
It is not necessary to understand every type of evaluation, but rather the scope of 
what tools are available. Evaluation can be responsive to different contexts and 
needs. There is no single right way to do an evaluation. 

As you increase your confidence and skill, you may find yourself:

• making more decisions about the emphasis placed on levels of participation and 
empowerment

• questioning assumptions rather than relying on the existing evidence-base

• using more robust instruments or complexity-sensitive instruments

• using responsive rather than rigid measures.

Understanding process and outcomes evaluation types provides a solid foundation, 
while recognising the need to be flexible and make any changes that seem necessary 
and justifiable.
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Section 5  Evaluation methods

5.1 Data: Where to get it and how to assess it
Evaluation involves using performance information or data to answer the evaluation 
questions you have developed. As detailed in Section 3.3, a program logic can help us 
to identify the performance information we need. This section takes a closer look at 
data sources and collection methods.

Before deciding on the data collection methods to use, it is important to consider:

• What are the key evaluation questions to be answered?

• What information sources and/or measurement instruments already exist?

• What are the most appropriate and practicable methods for collecting  
new data?

• What resources do different methods require and are there adequate 
resources available to collect and analyse the data?

• What risks and ethical issues need to be considered?

It is also worth thinking about how you will define and understand different data. For 
example, it seems straightforward to count participants, but what do we mean by a 
‘participant’? Is this a person who registers their interest in a program but does not 
attend, someone who registers and pays but only attends once, or someone who 
registers and attends at least 60% of the time? Any definition is possible but it is 
worth creating a meaningful definition that all stakeholders can work with and that 
you can use consistently throughout your evaluation. 

This helps to provide consistency in the collection and use of data, make data easier 
to analyse and preserve knowledge of what you did so it can be replicated or used 
later on. A formal way of doing this is through a data dictionary which describes the 
meanings and purposes of data elements within the context of a project.

Quantitative and qualitative data
Data can be quantitative or qualitative.

Quantitative data refers to data that is measured in terms of numbers and counts 
and can be sourced from administrative sources and survey questions.

Qualitative data is more narrative or text-based and collected through methods such 
as case studies, observation, focus groups, and stories of change.

A mixed methodology is often recommended and includes both quantitative and 
qualitative data and methods of analysis. For example, surveys often include 
quantitative measures (e.g. scales of agreement or satisfaction, measures of income, 
and wellbeing) as well as qualitative measures (e.g. open-ended questions about what 
participants most liked about an activity).
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Data sources and collection
Different types of data sources and analysis include:

• Academic or published knowledge—published in research journals or collected 
through systematic reviews. For instance, systematic reviews from the Campbell 
Systematic Reviews and the Cochrane Library. 

See Part Two: Evaluation Toolkit – Toolkit 6: Data collection for further detail.

• Lived experience—the lived experience of community members, specific cohorts 
or beneficiaries.

• Administrative data—collected within the local government, community services 
you partner with, or as part of the program you are running.

• Evaluation data collected—collected as part of the measurement and evaluation 
methods. Depending on what you are measuring you may develop your own 
methods or you may want to identify if there are existing available measurement 
instruments for the outcome you want to measure—for example, the World Health 
Organization’s Quality of Life Scale.

Data collection methods include:

• surveys

• interviews

• focus groups

• case studies

• analysis of existing data

• document reviews.

Evaluative data can also be drawn from:

• program documentation 

• visual records

• social media

• storytelling

• observation

• community meetings.

For information on different data collection methods:
Evaluation Guide, 2015, Government of Western Australia 
https://www.wa.gov.au/sites/default/files/2020-01/evaluation-guide.pdf
BetterEvaluation website 
https://www.betterevaluation.org/en/rainbow_framework/describe/
collect_retrieve_data

Part Two: Evaluation Toolkit – Toolkit 6 has further information on how to 
find and assess standard measures and existing data. 

Any information that is collected systematically (and, ideally, consistently too) that 
you can make sense of in relation to the evaluation questions can be considered as 
data. Often there are limitations (such as biases) with the data that an evaluator must 
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rely on. As an evaluation practitioner it is important that you are aware about such 
limitations. Having a rich variety of sources can help to counter the limitations of any 
one particular source.

Administrative data
Administrative data is information collected by government, business and other 
organisations for purposes such as record keeping, registrations and completing 
transactions.

Administrative data can be used in a number of ways. Data collected around certain 
populations can be extracted for comparison with a participant group.

Examples of administrative data include hospital admissions, school 
attendance, Medicare enrolments and police attendance. 

Administrative data collected over a period of time can provide a basis for 
longitudinal evaluation. Caution should always be taken due to the possibility of 
missing data, data quality, access and data protection. 

Be careful to understand how terms are defined as well — so you know what the 
measures mean!

Data quality
The ability of data to answer evaluation questions depends on the quality of the data.

Data quality is often assessed in terms of the following criteria:

• Relevance: the data must add meaning and meet the needs of the evaluation.

• Accuracy: the data must have fidelity to what it is supposed to represent, and be 
truthful.

• Timeliness: the data must be up-to-date and available.

• Coherence: the data must be comparable, reliable and consistent over time.

• Interpretability: the data must be able to be understood and utilised.

• Accessibility: the data must be easily accessible for those doing the evaluation.

• Validity: the data must precisely reflect what is intended.

Triangulation is when more than one method is used to collect data on the same 
question. It is a way to reinforce or examine results to assure rigorous and valid findings. 

Triangulation
For example, an evaluation of  
a community garden initiative 
may include a survey of all 
participants as well as in-depth 
interviews with a selection of 
participants. 

Data from both methods is then 
compared to see if different sources  
of data confirm the same findings.
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Validity and reliability of data
Validity refers to the extent an instrument or measure accurately measures what it 
intended to measure. We can consider both face validity (does the measure appear 
to adequately measure what it is intended to) and content validity (when thinking of 
the agreed definition of a particular construct/idea such as ‘wellbeing’ would experts 
and others agree that the measure captures the meaning of the construct).

Reliability refers to the extent to which an instrument produces consistent results. 

There are three types of reliability common in program evaluations:

• Test–retest reliability: does an instrument produce similar results with repeated 
testing?

• Inter-rater reliability: do two or more people administering the instrument 
produce similar results?.

• Internal consistency reliability: do survey items that are intended to measure the 
same characteristic correlate?

External factors impacting outcomes
It is important to think about external factors that impact on the outcomes observed 
in an evaluation, and collect some information about this as you go (even if the 
information you collect is only notes). For example, when evaluating the effectiveness 
of a breakfast club program to improve school attendance, it would be important to 
know what other interventions are also targeting school attendance, as well as any 
other factors which might have a bearing upon the results. An example of other 
interventions might include an incentive program being run by a local sporting club 
to encourage students to attend school.

It is important to consider external factors that might influence outcomes when 
collecting data, so you can fairly assess the effectiveness of an activity. 

At times your context may be quite complex with many factors influencing the 
outcomes all at once, within a general environment of change. 

During COVID-19, many factors in the external environment may have 
influenced your program, so it is a matter of documenting all the factors 
that may have contributed to the outcomes. 

For example, the ‘Your Move’ program, which involves the City of 
Stirling, looks at the outcome of encouraging people to use the train. 
However, during the COVID-19 period there were many changing external 
conditions that would have influenced outcomes, for example:
• fears of infection from public transport
• lockdown and closure of businesses in the CBD
• more people working remotely
• introduction of free parking in the city.

Keeping notes about these changes as your program unfolds is called  
situational analysis.
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5.2 Data collection: How do we measure it?
Once you have reviewed your program logic (and evaluation questions), you will have 
a better idea of what existing data you want to access and use. You may also decide 
that you need to collect further information as part of the evaluation.

Common data collection methods
A summary of some methods to choose from is provided here. 

More details about how to go about these is provided in Part Two: 
Evaluation Toolkit.

Remember: When collecting data, you need to consider informed consent. At a 
minimum, people should be told why the information is being collected, how it 
will be used, and how confidentiality will be protected.

Analysis of existing data and evidence
Data and evidence can be obtained from sources such as project documents, 
government records and publicly available statistics. The Campbell Systematic 
Reviews (Campbell Collaboration) and Cochrane Library provide access to systemic 
reviews, which can be useful sources of knowledge. 

Information about and links to these and other existing data sources are 
provided in Part Two: Evaluation Toolkit – Toolkit 6.

Document reviews
Data and evidence can be collected from existing documents for the purpose of 
background information.

Case studies
A case study is a detailed investigation of a person, group or event in its real-world 
context, over a period of time.

Surveys
Almost all written surveys are now conducted via web-based platforms such as 
Survey Monkey, which you can access for free. 

Surveys are convenient and can be anonymous. 

When surveys are used to gather information from a large number of people, they 
can provide statistical findings that may be generalised to the broader population.

When undertaken at various intervals (e.g. prior to, during and after program 
implementation) the data can capture change over time.

Surveys give limited opportunity to gather in-depth information, and low response 
rates and small sample sizes will limit your ability to generalise findings, or do 
meaningful quantitative analysis. (As a very general guide, generally aim for a sample 
size of 30 people or more to make a survey worth doing.) 
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Interviews
Interviews can be conducted in person, by telephone or online. Consider which 
setting will best ensure respondents are comfortable sharing information. The mutual 
sharing that happens in an interview encourages the building of trust and can 
facilitate information gathering from sources who may otherwise be difficult to 
access.

In-depth discussions can uncover deep insights and unique perspectives and, as such, 
interviews can help understand why and how an intervention has worked. Interviews 
are suitable for use at any stage prior to, during, or after a program.

While in-depth views and opinions are easily accessed through this method, 
gathering large quantities of data through interviews can be resource intensive. Data 
collection and analysis can take a long time, and this should be taken into account 
when planning interviews.

Focus groups
Focus groups are an informal way of interviewing groups of typically 6–12 people, 
and usually last for around 90 minutes. They allow people to express their opinions 
and ideas freely and encourage open expression due to dynamic conversation 
created through multiple perspectives. Group discussion is rich and can complement 
or build on quantitative survey. Focus group members can be presented with results 
to be interpreted and emerging patterns to be explored.

Focus groups can help build understanding of why and how an intervention has 
worked or might work, and are suitable for use at any stage prior to, during, or after 
a program.

Given the short timeframe and nature of focus group discussions, there is little 
opportunity to cover many topics in this setting. A broader range of ideas can be 
discussed in a one-on-one interview setting.
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Selecting a method
A number of factors will impact upon the types of methods used to conduct an 
evaluation, including:

• The stage of the program being evaluated:

– Is the program already underway? This gives you scope to access participants 
with some degree of ease.

– Is it already complete? Consider how you will access participants and how many 
might respond to a request for data collection.

– Is it about to enter the planning and design phase? This gives you the greatest 
scope to design an evaluation that will provide the strongest evidence on 
impact and implementation. Designing your evaluation prior to the start of the 
program is the preferred approach as it gives you the best chance to establish 
pre-post data and develop comparison reference points.

• Timeframe:

– Is there scope to capture data at multiple points in time?

– How quickly does the evaluation need to be developed in order to access 
participants during program delivery? Methods such as interviews can be more 
time consuming, while surveys can be turned around faster.

– If the program operates in cycles, data collection can be designed around this, 
and feed into iterations of the program.

• Stakeholders:

– Are there accessibility considerations which might impact respondents’ ability to 
participate? Certain formats may be more appropriate in certain instances. For 
example, interviews might be more culturally sensitive in Indigenous 
communities when approached in an appropriate manner. Include a broad set 
of stakeholders in your evaluation planning and always include a role for 
beneficiaries of programs.

• The type of data sought:
– A mixed methods approach is ideal as both quantitative and qualitative data will 

provide more robust evaluation findings.

• Prior evaluation experience:

– It is okay to select methods based on what you feel most comfortable using.  
A ‘good enough’ approach is accepted by expert evaluators: real world 
constraints will always be present. Start simply and build capacity with 
experience, while knowing that lack of prior evaluation experience is not a 
barrier to conducting an evaluation.
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Section 6 Meaningful findings

6.1 Data analysis: How to make sense of results

Quantitative analysis
Quantitative analysis involves assessing numerical data and can involve statistical 
analysis. Descriptive statistics summarise data and includes frequency, averages (or 
measures of central tendency such as mean, median and mode) and measures of 
spread (range, standard deviation and variance). 

Common tools are:

• Frequency: a total count or proportion of the variables.
 For example: ‘50% of people feel safer in their homes as a result of neighbourhood 

watch’.

• Central tendency: mean (the average value), median (the middle value) and mode 
(the most frequent value).

 For example: ‘On average, senior residents attended three out of five community 
events a year’.

• Correlations: the extent to which one variable influences another.
 For example: ‘Participation in the course goes up 20% when course fees go down 

by 10%’.

• Cross-tabulations: the relationship between two sets of variables.
 For example: ‘Women are more likely to report increased social connection 

through participation in a program than men’.

• Regression analysis: examining the impact of the program controlling for factors 
other than the program itself.

 For example: ‘What is the participation rate for women when you factor in the 
effect of child care responsibilities?’.



SECTION 6: MEANINGFUL FINDINGS |  35

Qualitative analysis
Qualitative analysis involves making sense of words, either spoken or written. 
A common method of qualitative data analysis is thematic analysis, where the 
content of text is looked at to identify key themes and patterns, and how common 
they are (through counting the number of mentions, for example).

Thematic analysis involves not just counting the words in text, but also understanding 
both the obvious and implied ideas and meanings. Sometimes themes and patterns 
can be easily identified, but often they are less clear and must be drawn out. Themes 
can be coded, counted (frequencies), compared with other themes and compared 
across quantitative variables (e.g. the responses of women versus men).

Thematic analysis can be:

• Inductive: the themes emerge from an examination of the data itself (ground up), 
without any preconceived categories.

• Deductive: the themes are theory driven and analysis tends to be limited to 
predetermined categories.

Simple steps for thematic analysis are:

1. Familiarisation of the data, often through repeated reading and examination.

2. Generating initial codes for themes.

3. Searching for and sorting the codes: some responses may fit within more  
 than one code or theme.

4. Reviewing, refining and defining the themes.

5. Making conceptual sense of the themes and connections between them.
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6.2 Assessment and evaluation:  
How to make judgements of worth or merit?

Returning to purpose and context
When analysing information, it is important to return to your purpose and context 
and revisit your original program objectives, evaluation questions and program logic.

For example, if the objective of a program was to enable people from a specific 
migrant community to get together and enjoy doing an art activity, there is no need 
to prove that the program also created lasting social support, social inclusion and led 
to employment for participants. If you have evidence this happened—great, that is 
then the icing on the cake but it is not an essential ingredient.

Attribution and contribution
An important part of analysing data for an outcome or impact evaluation is to think 
of attribution and contribution.

Attribution is when we can say with confidence that ‘doing X resulted in a change in 
Y’ (so without X, then Y would not have changed).

Contribution is when we can say with confidence that ‘doing X contributed to a 
change in Y’ (without X, Y would not have changed as much, or that it was because 
many things were working together that helped to change Y).

It can be difficult to determine contribution and attribution — especially in complex 
programs with high level social change goals — as it is hard to separate the 
influence of a program from other factors that influence social change. 

For example, it may be possible to 
determine that a community 
transport program for elderly 
residents reduced their social 
isolation with a high degree of 
confidence. 

It may, however, be harder to 
determine that children’s school 
attendance rates increased due 
to a breakfast program, when a 
mentor program and sport 
coaching program were also 
targeting attendance in the same 
cohort.

There are also external factors occurring at a societal level. For example, a household 
budgeting course reduced financial stress, but there were other interventions 
occurring at the same time (e.g. JobSeeker payment increases for the unemployed).

Ideally, we would want to undertake regression analysis or conduct a randomised 
controlled trial to develop estimates of the impact of a program controlling for 
confounding factors but such analyses are difficult to implement.
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Bringing others into sense making
Making sense of complex information can sometimes be challenging. The data 
analysis phase may benefit from involving a wider group of stakeholders. 

One approach is to hold a formal evaluation summit workshop to bring together 
stakeholders to present and discuss findings and preliminary interpretations. This 
provides an opportunity to see where there is consensus on the findings, where 
alternative interpretations are possible and where some aspects of the evaluation 
puzzle are still missing. 

This type of ‘sense making’ session can be done with a small group (e.g. evaluation 
reference group) or a large group (e.g. community workshops). Bringing others into 
sense making can be particularly useful when trying to understand attribution or 
contribution, or when findings are not congruent—for example if data from different 
sources are telling different stories.

6.3 Sharing results: How are evaluation findings presented?
Generally, evaluations conducted by CDOs will feed into regular reporting processes, 
and evaluation findings can be presented in discrete written reports, verbal 
presentations, videos or audio recordings.

Presentation of findings can be ongoing, at interim periods or at the end of programs 
or activities. Interim reports can provide early indications of a program’s success, flag 
issues or highlight changes needed, for example, identifying the need for increased 
marketing. It is also useful to release findings early in the evaluation, even if the data 
quality is not yet good, because this is a way to engage stakeholders in the evaluation 
and encourage participation.

Reports usually have the following sections (although there can be variation 
between different reports):

• Summary: a brief overview of key findings and conclusions.

• Introduction: purpose, objectives, evaluation questions, background.

• Evaluation foundations: program design, any underpinning evidence or  
theory, program logic and theory of change and evaluation approach  
(e.g. process evaluation).

• Methodology: methods of data collection and analysis.

• Findings: summary findings, often structured around the program logic or  
evaluation questions.

• Conclusion: summarises the major findings and answers the evaluation 
questions.

• Recommendations: advice for decision-makers.

• Appendix/Appendices: relevant supporting documentation, such as copies  
of the survey or interview questions.

Not all evaluation reports will include recommendations, with some reports 
stopping at key findings and conclusions.

See Part Two: Evaluation Toolkit – Toolkit 8: Reporting for further detail 
and templates.



It is also useful to release 
findings early in the 
evaluation, even if the data 
quality is not yet good, because 
this is a way to engage 
stakeholders in the evaluation 
and encourage participation …

| MEASURING OUR IMPACT | PART ONE: EVALUATION FRAMEWORK 38

Tips for presenting key findings
1. Use pictures, graphs and tables to highlight the most interesting findings and add 

variation for the reader. Make sure this is balanced (don’t overdo it), with adequate 
commentary.

2. Build a narrative. Use the analysis to tell a story that focuses on answering the 
evaluation questions.

3. Be careful when using percentages on their own to report findings where there are 
few responses. For example, if only 10 people answered a question, say ‘five 
respondents (50%) agreed that the program increased their knowledge of recycling 
and one disagreed’, rather than ‘50% of respondents agreed that the program 
increased their knowledge of recycling’.

4. Use quotes from qualitative responses to highlight key themes and ‘give a voice’ to 
the quantitative data.

5. Font weight, colour, text boxes or panels can be used to highlight major findings so 
that they stand out.

6. Protect anonymity, and where identities are or may be disclosed, ensure 
permission is received.
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Section 7 Evaluation management
This section looks at some additional things to consider when managing an evaluation.

7.1 Ensuring the evaluation is representative
Engaging stakeholders
Stakeholders include internal and external staff and volunteers, community groups 
and agencies, partners, funders and, importantly, beneficiaries.

Participatory evaluation approaches include a broad range of internal and external 
stakeholders in the design and conduct of an evaluation. These approaches might 
actively look for ways to ‘centre the perspectives of beneficiaries’. For example, 
members of a community can be engaged to co-design the evaluation and, as peer 
researchers, to interview or survey other community members.

Engaging stakeholders can add value to all stages of the evaluation. They can, for 
example, be actively involved in:

1. Contributing to program design and evaluation planning.

2. Testing program assumptions and developing program logic.

3. Contributing to and/or facilitating data collection.

4. Supporting evaluation engagement strategies.

5. Helping to understand the data collected and what it means.

6. Disseminating and utilising findings.

7.  Fostering ‘champions’ for your activities/program.

Inclusion and diversity
Any valid program evaluation should seek to represent the views and experiences of 
the whole community within which the program operates. Consider selective 
sampling, and communication activities tailored for various groups.

Within local governments, existing networks can be tapped to support the inclusive 
design and delivery of evaluations. This can be from within local government 
departments, or might include local disability groups, Aboriginal and Torres Strait 
Islander communities, CALD communities, or representatives and advocates for 
young people and senior citizens.

Some questions to consider are:

• Will the people sampled in the evaluation reasonably reflect the diversity of 
people in the community (for general community programs), or represent those 
who are expected to benefit from the program (for targeted programs)?

• Are the evaluation methods accessible to everyone in the community?  
Will there be technology, language, physical or cultural barriers to participation?

• Is there a trust barrier that might prevent some groups from participating?  
Are partnerships required in order to include hard to access groups?
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• Will there be particular barriers for some members of the community to 
participate in the evaluation?

• Have you ensured that measurement tools are suitable for all stakeholders?  
For example, are survey or interview questions accessible, with wording that is 
easily understandable?

7.2 Sourcing evaluation expertise: Who will do the evaluation?
Generally, you will design and implement evaluations in collaboration with your team 
and supervisor. However, sometimes your local government may engage an external 
evaluator to conduct an evaluation (or parts of it), where independence is important, 
or where specialised skills are required.

Evaluations can also be done with a mixture of external and internal ‘evaluators’. For 
example, a project may use an external evaluator at the beginning and at the end of 
a program while utilising internal evaluators to undertake monitoring and continuous 
learning loops.

Some evaluations include setting up a reference group to help guide the different 
stages of evaluation. Evaluation reference groups can add value to evaluations, 
increase engagement and build local capacity. The groups can be made up of a small 
number of internal staff members or include community members or community 
partners.

Context, budget, purpose, available resources and philosophical approaches can all 
influence who undertakes evaluation.

7.3 Ethics: What do I need to consider to ensure an ethical 
evaluation?

Evaluations should be planned and conducted in a way that takes into consideration 
ethical principles and practice.

Common ethical principles to incorporate into evaluation planning include:

1. The evaluation should be inclusive and representative of all interested persons and 
groups.

2. The evaluation should be designed, conducted and reported in a manner that 
respects the rights, privacy and dignity of those affected by and contributing to 
the evaluation.

3. Data collection should ensure the right methods for the right audience and 
context.

4. Participation in evaluation should be based on informed consent, with the subject 
of the data collection understanding:

• the purpose of the evaluation;

• what will be done with the findings;

• likely risks;

• how confidentiality will be managed; and

• the extent to which participation is voluntary.

 In the case of minors, informed consent must be sought from parents or guardians.

5. As a general principle, evaluations should ‘do no harm’. When dealing with 
sensitive evaluations, you need to consider how to deal with possible disclosures 
and what to do if the evaluation methods cause distress for participants. 
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 It is important to anticipate the risk of such disclosure or harm, and develop 
protocols for identifying and responding. Areas of potential trauma should be 
avoided where possible, and mechanisms put in place to ensure support for 
participants and evaluators, if required.

6. Reciprocity—participants providing information should reap some benefit. For 
example, evaluation findings (or an evaluation summary) should be made available 
to participants where possible.

7. The findings of evaluations should be based on rigorous design, valid data 
collection and analysis, and objective judgements that are based on the 
information collected.

8. The evaluation should be reported in a way that is fair and balanced.

The Australian Evaluation Society has developed a number of resources 
for the ethical conduct of evaluations:

Code of Ethics for AES members:  
https://aes.asn.au/images/AES_Code_of_Ethics_web.pdf?type=file

Guidelines for the Ethical Conduct of Evaluations:  
https://aes.asn.au/ethical-guidelines

7.4 Governance: Oversight structures to ensure a quality evaluation
Generally, your evaluation quality will be overseen through supervision processes 
and/or the project manager. Oversight helps ensure the quality of an evaluation and 
is particularly important when an evaluation is conducted internally.

Common approaches to governance of evaluation programs include:

• establishing an Evaluation Working Group

• embedding evaluation expertise on the Project Advisory Group

• peer review of evaluation findings.

Note: these approaches may not be workable for smaller scale programs, 
services or events.

For some more complex areas of evaluation, engaging a ‘lived experience’ 
perspective will also be important. Models that could be applied include:

• employing a lived experience person on the evaluation team or project team, and 
actively asking for their input into instruments and methods

• establishing a Lived Experience Advisory Group to provide feedback at regular 
times

• engaging peer researchers with lived experience who can help with data collection 
and provide a lived experience perspective.

https://aes.asn.au/images/AES_Code_of_Ethics_web.pdf?type=file
https://aes.asn.au/ethical-guidelines
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7.5 Linking to strategic planning and reporting

Incorporating any evaluation into your day-to-day work can help inform 
continual improvement and deliver better outcomes across activities, services 
and programs.

Local governments build in outcomes and output measures through their Integrated 
Planning and Reporting Framework, a key obligation under the Local Government Act 
1995. The aim of the Framework is to ensure community priorities are integrated into 
strategic planning.

Consideration of the broader strategic planning and reporting world in which you do 
your work—and aligning outcomes and measures with this—can add value in terms of 
a coordinated approach and shared understanding within and across teams.

Having said that, this should not be a barrier to just getting on and doing any level of 
evaluation. In fact, data collected through ground-up evaluation activities will often 
add richness and depth to our more abstract reporting processes

Figure 8 below provides one way to think about the relationship between evaluation 
in your day-to-day activities and strategic planning and reporting.

Figure 8: The relationship between evaluation, daily activities, strategic planning  
 and reporting

Strategic planning and reporting

Strategic outcomes

Outcomes measurement

Evaluation

Place-based participatory methods It's okay to 'fail'

Exploring, learning and sharing Context-specific

Space for enquiry and curiosity Flexible approaches

Usually developed 
externally and static  
(e.g. involving benchmarks, 
targets, pre-existing, 
standardised measures)
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 Toolkit 1: Background
This resource has been developed to support the capacity-building of local 
government Community Development Officers, as they develop evaluation skills and 
knowledge. It complements the conceptual foundations provided in Part One: 
Evaluation Framework, with a practically-oriented set of examples and templates.

The mock program, ‘Together 4 Tea’, which was used in the introduction, is used 
again throughout the toolkit to provide some detail and context for the examples 
given.

‘Together 4 Tea’ is a community development initiative designed with 
the aim of reducing social isolation within a target population of men 
and women aged between 65 and 80. 

The program brings residents together in groups of four each week, 
with the option to keep meeting, or move to a different group at the 
end of four weeks. Meetings take place in different locations, with 
individuals opting in on the basis of location and time, and groups 
being assembled on that basis. 

The initial meeting includes a facilitator who runs an icebreaker 
session, provides a general introduction to the program and assists 
in establishing connections within the group. After the fourth week, 
the group can continue meeting regularly of their own accord, and 
receive discounts at the café they originally met at, and/or they can 
elect to join a new group and begin a new round of ‘Together 4 Tea’. 

It is hoped the program helps build connections between people and 
also with the broader community. The Community Development 
Officers behind ‘Together 4 Tea’ are keen to explore this further with 
participants.
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 Toolkit 2:  Terminology and Definitions
Academic knowledge Research that has been formally collected and published.

Administrative data Data collected for the purpose of record keeping or organisation, but which 
can also be used for evaluation.

Anecdotal evidence Data that is recorded using the perspective or testimony of another person.

Attribution Determining that an intervention has been the cause of observed changes.

Authorising environment The individuals, teams, and organisations that control or lead an evaluation.

Case study A method of research where data is rigorously collected from individuals, 
small groups or isolated events.

Change sensitivity testing Assessing the accuracy of differences in observations over time.

Congruence testing The similarity or alignment of different sources of information.

Contribution Determining that an intervention has resulted in an observed change, but 
that the intervention alone did not cause the change.

Counterfactual The outcomes for a control group within an experiment who do not receive a 
treatment or intervention (or, what would have happened had the 
intervention not occurred).

Data collection plan Profiling the evaluation data that needs to be collected, and the methods, 
sources and tools that will be used in the collection process.

Developmental evaluation A process in which an evaluation adapts to the changing circumstances of a 
project or intervention.

Document review A method of data collection where information is gathered from existing 
sources to inform the background or theoretical base for a research 
intervention.

Economic evaluation An analysis of the resources, costs, benefits and returns involved in a project, 
used to inform the most effective allocation of resources.

Evaluation The process of assessing the effectiveness of a program at all levels, including 
its plans, development, costs and outcomes.

Evaluation data The information gathered during an evaluation—both existing information 
and what is collected and measured by the evaluation team.

Evaluation plan The outline of a project’s evaluation framework that is used to inform how 
the project and future projects will be conducted.

Evidence review A review of the existing research that informs how and why a new program 
will be conducted.

Focus groups A method of data collection involving interviewing small groups of people to 
hear diverse opinions and generate discussion around a topic.

Impact (outcome) evaluation An analysis of how effective an intervention is, by measuring changes in 
specific outcomes.

Indicator A set marker that highlights the intended direction or effectiveness of a 
program.

Inter-rater reliability An assessment of whether the same results can be produced by different 
people measuring the same construct/idea.

Internal consistency reliability An assessment of whether similar results can be produced by different 
measurements that are intended to assess the same construct/idea.
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Interview A method of data collection where individuals have an in-depth discussion 
about a topic.

Limitations The constraints or sources of potential bias within a project.

Lived experience The consultation of, or data collection from, individuals or groups with a 
personal background in the project’s area of concern.

Measurement framework The design of an evaluation, including its goals, indicators, plans and 
methods.

Mixed methods approach Presenting different sources of data in combination, to strengthen the 
findings of an evaluation.

Participatory action research A process where researchers actively involve and give leadership roles to the 
stakeholders who are most impacted by the research.

Participatory evaluation Incorporating relevant stakeholders in all stages of the evaluation process.

Process evaluation An analysis of the events and procedures involved throughout an intervention 
to determine how effectively it was conducted.

Program design The structure of a project and its processes.

Program logic A visual demonstration of the expected outcomes of a project, considering all 
inputs, activities, outputs, participants, assumptions and external factors.

Qualitative data Text-based information sources, often more narrative in style, such as case 
studies, observation, focus groups, and stories of change.

Quantitative data Numerical information sources. For example, numbers and counts sourced 
from administrative data or survey questions.

Quasi-experimental design An adaptation of the randomised controlled trial, where participants opt-in to 
a project as part of either the experimental or control group, which can be 
compared against one another to assess the impact of the intervention.

Randomised controlled trial An experimental design where participants are randomly assigned to the 
control group or the group who receives the intervention, which can be 
compared against one another to determine the impact of the intervention.

Realist evaluation An analysis of the effects of an intervention, in terms of how, why and for 
whom the benefits occur.

Reciprocity A policy suggesting that all contributors to a project should benefit from it in 
some way.

Reliability A measurement of how consistent any repeated assessments of the same 
construct/idea are.

Social impact assessment The process of measuring the specific influences of a project or intervention 
on a community.

Survey A method of data collection where information is gathered by participants 
answering specific questions.

Systematic review Reports that, following a strict plan, incorporate and summarise extensive 
amounts of existing research on a specific question or topic.

Test–retest reliability A measurement of whether repeated testing results in the same outcomes.

Theory of change An explanation of a project’s rationale, methodology, program logic and 
expected outcomes.

Triangulating data Combining different sources of data to develop a bank of information.

Validity The degree to which tools of measurement correctly assess what they are 
meant to measure.
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 Toolkit 3: Evaluation learnings from the  
  ‘gold standard’

This section of the Toolkit provides an overview of the ‘gold standard’ of 
measurement—the randomised controlled trial—and an associated method, the 
quasi-experimental approach. 

Community development work does not happen in a laboratory where factors can be 
isolated and controlled easily. The complexity of social and community interventions, 
the indirect effects and nature of the work, as well as resource constraints, will mean 
that there may not be opportunities to conduct meaningful quasi-experimental 
designs. However, this method provides important foundational understanding for 
research and evaluation practitioners.

Randomised Controlled Trial
To gather evidence for the effectiveness of an intervention, there is no better or 
more robust approach than the randomised controlled trial (RCT). An RCT measures 
the effect of an activity by measuring outcomes achieved, and then comparing that 
to a measure of what would have happened if the intervention had not been applied 
(i.e. the counterfactual).

For an explanation of ‘counterfactual’ see Part One: Evaluation 
Framework – Section 4: Evaluation design.

In an RCT, two groups of randomly selected participants are separated into a 
control group and an experimental group. The experimental group receives the 
intervention while the control group does not. 

The random selection process is an effective way to remove bias, especially in high 
sample sizes, to ensure the two groups start out with relatively the same composition 
or mix of characteristics. This means that outcomes in the experimental group can be 
more easily attributed to the intervention. If the sample has been randomly selected, 
it is possible to generalise the results to other populations (providing the sample is 
large enough).

This design represents the ‘gold standard’ approach—the approach demanded, for 
example, from peer-reviewed journals or medical research, where stakes are high and 
evidence needs to be especially robust.
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Figure 9: Example randomised controlled trial framework (n = sample size)

Establish program logic

Select eligible participants

Baseline assessment – week 0 (n=)

Conduct randomisation to separate participants into experimental group and control group

Follow-up data collection – week x (n=)

Outcome comparison made between experimental and control groups

Reporting completed

Experimental group (n=) Control group (n=)

Discontinued (n=)

Discontinued (n=)

Received 
intervention (n=)

Received 
intervention (n=)

Did not receive 
intervention (n=)

Did not receive 
intervention (n=)

Discontinued (n=)

Quasi-experimental Design
As social interventions are more complex and multidimensional than medical 
interventions, social research often involves an adapted form of the RCT, known as a 
quasi-experimental approach. A quasi-experimental approach acknowledges that a 
pure RCT is not possible in social contexts, but will still draw upon a similar design 
(through the use of a control group or control data) to find evidence of impact.

To successfully implement a quasi-experimental design, a specific set of conditions is 
required which include:

• program design and evaluation design occur simultaneously (at the start)

• the ability to capture baseline data (or pre/post data) to measure change over time

• access to control data, or a control group

• resources to engage and collect data from a control group

• adequate sample size of intervention participants and control group participants

• enough time for change to be realised, and for evaluation methods to capture this 
change.
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Measuring differential impact:  
Control groups and control data in social settings

The problem to resolve when researching in social settings is how to create a control 
group of randomly selected participants? It would be unethical to recruit participants 
for a program and then deliberately deny them the chance to participate, especially if 
that program meets an important need.

In community programs participants mostly self-select into programs, which 
means the participants might have different characteristics to non-participants 
in ways that will affect outcomes. 

For example, people who register for 
‘Together 4 Tea’ may be naturally more 
interested in socialising and being 
socially connected compared to people 
who do not sign up. So even before 
outcomes are measured, the intervention 
group may be more likely than the control 
group to be responsive to social 
interventions and to self-report feelings 
of social connectedness.

One approach to resolving this is the ‘difference in differences’ method (also known 
as the DID or DD method). In this method, we compare how much each group 
changes over a period of time with respect to a certain outcome and then compare 
the extent of the change between the two groups.

Where it is not possible to access a control group, or where there are no resources to 
measure outcomes across a control group, it may still be possible to use control 
data—for instance, by using published population-level statistics relating to the 
outcome you are measuring. 

See Toolkit 6: Data collection for sources of data and measures.

In this way, it is possible to determine how the outcomes achieved by the initiative 
compare to the counterfactual (the outcomes achieved by doing nothing).
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1980 198619841982

Total population
Program participants

An example of the difference in differences method
Let’s say you are running a program to reduce rates of smoking in your 
community. How can you measure that rates did decline and, in 
particular, rates of smoking for people participating in your program (to 
demonstrate program effectiveness)? It will be easy enough to collect 
data from program participants that may show smoking rates 
decreasing. But without a control group or control data we do not know 
if this outcome was because of our intervention or due to other factors.

Societies are complex, and many factors impact upon outcomes. For 
example, in Australia, smoking cigarettes sharply decreased over a 
period of time, as a result of many different factors including public 
health campaigns targeting children to prevent smoking, GPs 
encouraging people to quit smoking, rising costs of smoking, and an 
increased interest in healthy lifestyles.

The following graph uses fictional data and a fictional ‘quit smoking’ 
program to demonstrate the ‘difference in differences’ method that 
can be applied in such a case.

Figure 10: Rates of smoking over time in program participants versus total 
population (illustration only)

Using this approach, we can see that those who received the 
intervention appeared to have reduced smoking at a greater rate than 
those in the total population — giving strength to the claim that the 
intervention was effective. Thus, the difference in differences method 
can demonstrate the measurable effectiveness of the program.

Summary
Whilst these evaluation designs will provide the most robust evidence, in reality, 
evaluators must be pragmatic. Effectively measuring change over time in an 
intervention group, as compared to a control group (thus measuring the differential 
impact), is very rarely implemented fully in a social context.

As one Community Development Measurement and Evaluation survey respondent 
commented, “Evaluation is identified as important by most of the team but it’s 
impossible to incorporate and complete a comprehensive, relevant, meaningful, 
evaluation process with inadequate resourcing and processes which then allow for 
linking evaluation recommendations to planning future work with the community.”

A realistic approach can involve a mix of methods which provide enough quality 
information to inform decisions, even if the evidence is not strong enough to be 
generalisable or to be published in a peer-reviewed journal.
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 Toolkit 4: Planning an evaluation

Steps in evaluation planning
There are many ways to approach evaluation planning. One example, adapted from 
the NSW Government Evaluation Toolkit, is set out below, and includes seven key 
steps.

Step 1:  Create a program logic

Step 2:  Develop the evaluation plan

Step 3:  Assemble the evaluation team or commission a consultant

Step 4:  Develop the evaluation design

Step 5:  Develop the evaluation work plan

Step 6:  Manage the implementation of the work plan

Step 7:  Disseminate evaluation findings 

What to include in an evaluation plan
The following provides a list of what things you should consider including in an 
evaluation plan. 

See also Part One: Evaluation Framework – Section 2: Evaluation 
Foundations for further information.

About the program/activity
• Title

• Alignment to Strategic Community Plan/Corporate Business Plan

• Location/s

• Team Members

• Lead department/team

• Key stakeholders and beneficiaries

• Objectives

• Program logic

• Budget (including evaluation).

Framing the evaluation
• Purpose and focus of the evaluation: the ‘why’

• Evaluation questions: what in the strategic context is important, what 
questions are you trying to answer?

• Evaluation approach: process or outcomes focus?

• Monitoring requirements

• Considerations: what particular considerations led to the chosen approach?
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Resource requirements
• Personnel

• Budgets (also consider budget to reimburse participants involved in lengthy 
interviews or focus groups for their time in this section)

• Data storage and collection systems.

Potential risks and ethical issues and how they will be managed
• Who are the vulnerable groups or individuals who might be impacted by the 

work?

• What unintended consequences of the work could arise?

• What might go wrong at different stages of the work?

• What might prevent the project from being delivered on time and within 
budget?

• What negative impacts could the work have upon different groups?

Analysis and synthesis
• What standards will be used to assess merit (are there targets or 
benchmarks already set, will you make judgements based on sector 
standards, or criteria co-designed with lived experience advisors)?

• Who will be involved in analysing data and reaching conclusions?

• How and when will analysis happen?
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Templates for planning
Using table-based templates can provide a quick way to capture the key information required within an 
evaluation plan and can also be used to set up reporting and work plans. The following are template resources 
for an evaluation plan, reporting plan, and work plan with example entries based on ‘Together 4 Tea’.

Evaluation plan template

Evaluation questions – 
typically no more than 

5 questions

Focus of evaluation How will data be 
collected and when?

How will data be 
stored and who will 

have access?

Who is responsible?

E.g. How effective is 
‘Together 4 Tea’ at 
reducing social 
isolation in 65–80 
year olds?

Identifying any 
reduction of 
prevalence and/or 
severity of social 
isolation amongst the 
target group.

Focus groups and 
surveys will be 
conducted to gather 
baseline data prior to 
first meetings.

Data will be collected 
in the same manner 
after the first round 
of four meetings, and 
again after nine 
months.

Data will be stored on 
the local 
government’s secure 
drive and will be 
accessible only to the 
evaluators.

The community 
development 
manager will be 
responsible for 
oversight of the 
evaluation plan, 
however the 
community 
development project 
officer will be 
responsible for 
designing and 
implementing the 
evaluation.

Reporting plan template

Type of report Audience Content Frequency/ 
due dates

Who writes 
the report

Who approves 
final report

E.g. Interim 
evaluation report.

Local government 
senior managers, 
project sponsor 
and funders.

Initial findings and 
recommendations 
for program 
iterations.

Interim evaluation 
report to be 
delivered three 
weeks after the 
end of the first 
round of ‘Together 
4 Tea’.

Community 
Development 
Project 
Officer.

Community 
Development 
Manager.

Work plan template

Yr Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

1 E.g. Survey 
and focus 
group 
design.

Baseline 
data 
collection.

Follow up data 
collection and data 
analysis (survey 
and focus groups).

Interim 
report 
developed.

Follow up data 
collection (survey 
and focus groups) 
and data analysis.

2 Final 
evaluation 
report 
published.
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Measurement plan template
Process evaluation measurement plan

Evaluation 
questions 

(Developed from 
program logic)

Focus of 
evaluation  

(What do we 
want to know?)

Indicators and 
measures  

(How will we 
know it?)

Data Collection 
(How will data be 

collected?)

Frequency  
(When will data 
be collected?)

Responsibility 
(Who will collect 

the data?)

E.g. Has the 
implementation 
supported the 
development of 
new social 
connections for 
participants?

What has 
‘Together 4 Tea’ 
done to aid the 
development of 
new social 
connections?

Participants are 
forming new 
friendships.

Participants are 
socialising with 
one another 
outside of the 
program.

Data will be 
collected through 
surveys, 
delivered by 
post, with pre-
paid, self-
addressed return 
envelopes.

Data will be 
collected after 
the first round of 
‘Together 4 Tea’, 
and at the end of 
each round when 
changes have 
been made to the 
program.

Community 
development 
project officer. 
(Initial meeting 
facilitators 
should not 
facilitate focus 
groups, to reduce 
risk of 
confirmation 
bias.)

Outcome evaluation plan: What to measure?

Evaluation 
questions 

(Developed from 
program logic)

Focus of 
evaluation  

(What do we 
want to know?)

Indicators and 
measures  

(How will we 
know it?)

Data Collection 
(How will data be 

collected?)

Frequency  
(When will data 
be collected?)

Responsibility 
(Who will collect 

the data?)

E.g. Have 
‘Together 4 Tea’ 
participants 
experienced a 
reduction in the 
severity of social 
isolation?

What are 
participants’ 
experiences of 
social isolation 
like now, in 
comparison to 
prior to the 
program?

Self-reporting 
decreased 
experience of 
social isolation.

Baseline data 
collected via 
postal survey.

Baseline data will 
be collected prior 
to the initial 
meeting.

Community 
development 
project officer. 
(Note: initial 
meeting 
facilitators are 
not to conduct 
focus groups due 
to risk of 
confirmation 
bias.)

Improved health 
indicators over 
time.

Follow up data 
collected by 
postal surveys 
and focus 
groups.

Follow up data 
will be collected 
after the first 
round and again 
nine months after 
the first round.
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 Toolkit 5: Program Logic
Developing a clear program logic establishes a connection between the resources and inputs related to an 
activity, and the outcomes and impact it intends to achieve. When designing an evaluation, the program logic 
will help inform the data collection methods and key evaluation questions. It also provides an opportunity to 
identify external influences upon a program’s outcomes, as well as potential unintended consequences (both 
positive and negative).

There are many ways to set out a program logic, however the layout matters far less than the ability to clearly 
represent the cause-and-effect relationship between inputs, activities and outcomes, and whether the 
diagram makes sense to its intended audience.

Table 1 provides an example template for a program logic with example data. Note the use of administrative 
data in the measures/indicators/targets section. 

Further information on administrative data is provided in Part One: Evaluation Framework – 
Section 5.1: Data: where to get it and how to assess it.

Table 1: Program logic template and worked example

Program logic

Inputs Outputs Outcomes Measures / 
Indicators / 

Targets

Activities Participation Short-term Medium-term Long-term

External factors that may influence outcomes achieved:



TOOLKIT 5 |  57

Worked example

Program logic:

Inputs Outputs Outcomes Measures / Indicators 
/ Targets

Activities Participation Short-term Medium-term Long-term

Suitably 
skilled staff 
to facilitate 
initial 
meeting

A range of 
appropriate 
venues

Funding

Initial meeting 
of ‘Together 4 
Tea’ groups 
and facilitator

Follow up 
meetings of 
‘Together 4 
Tea’ groups

Organising 
group 
meetings, 
including 
rotating 
participants 
who opt for a 
new group

Community 
members aged 
between 65–80 
who are 
experiencing 
social isolation

Local café 
owners who opt 
in to provide a 
venue

Have regular 
social 
engagements 
planned

Increased 
number of casual 
connections 
within the local 
community

Commitment to 
attending regular 
meetings

Form 
connections 
within local 
peer group

Slightly 
improved 
health and 
feelings of 
wellbeing

Significant 
increase to 
social capital

Significant 
improvement 
to health and 
wellbeing

Friendships 
are formed 
and sustained

Participants 
plan their 
own, ongoing 
and frequent 
meetings and 
activities

Doctor visits reduce: 
within nine months of 
the first ‘Together 4 
Tea’ meeting, a 5% 
reduction in visits to 
the GP.

Fewer 
hospitalisations: 
within nine months of 
the first ‘Together 4 
Tea’ meeting, a 10% 
reduction in hospital 
admissions amongst 
participants.

Social capital: within 
nine months of the 
first ‘Together 4 Tea’ 
meeting, participants 
report a significant 
increase in their 
network of friends.

Ongoing engagement:  
continuing 
engagement with at 
least one other 
participant after six 
months.

External factors that may influence outcomes achieved:

Pre-existing medical conditions that may prevent regular 
attendance at ‘Together 4 Tea’ meetings.

Lack of available transport which might prevent 
attendance at meetings.

Previous disputes within sections of the community 
which might impact the ability for group members to form 
connections.

Prevailing public health concerns that prevent group 
meetings.
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 Toolkit 6: Data collection

How to find and assess existing data
Australian data and research sources
• Australian Bureau of Statistics  

www.abs.gov.au
– e.g. Jobseeker data sets, census data, Labour Force statistics for employment/

unemployment and labour force participation

• Australian Institute of Health and Welfare  
http://www.aihw.gov.au/

• METeOR is Australia’s Metadata Online Repository for national metadata standards 
for the health, aged care, community services, early childhood and housing and 
homelessness sectors  
https://meteor.aihw.gov.au/content/index.phtml/itemId/181162

• Remember to also consider administrative data collected by your own LGA.

World data and research sources
• The World Bank  

http://data.worldbank.org/indicator
– e.g. global and country indicators on health, gender, environment, education, 

social development etc.

• OECD Compendium of Wellbeing Indicators 
http://www.oecd.org/general/compendiumofoecdwell-beingindicators.htm

• Pew Global 
http://www.pewglobal.org/database/
– public opinion surveys around the world on a broad array of subjects ranging 

from people’s assessments of their own lives to their views about the current 
state of the world and important issues of the day.

• The Cochrane Library 
www.cochranelibrary.com
– A collection of databases that contain different types of high-quality, 

independent evidence to inform healthcare decision-making.

• The Campbell Collaboration 
https://campbellcollaboration.org/
– Social science research network that produces high quality, open and policy-

relevant evidence syntheses, plain language summaries and policy briefs.

Existing measures or indicators of potential use
Where to look:

• Databases, for example:
– Ontario Centre of Excellence for Child and Youth Mental Health  

http://www.excellenceforchildandyouth.ca/resource-hub/measures-database

– Community Mental Health, Drug and Alcohol Research Network  
https://cmhdaresearchnetwork.com.au/

• The Australian Quality of Life Centre Instruments
– Includes the Personal Well-Being Index-Adult and Personal Well-Being Index 

School Children and detailed list of other measures. 
http://www.acqol.com.au/instruments
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• The Social Progress Index – CSI 
https://amplify.csi.edu.au/social-progress-index/

• HILDA – Household, Income and Labour Dynamics in Australia (HILDA) Survey 
A household-based panel study that collects valuable information about economic 
and personal wellbeing, labour market dynamics and family life.

• ABS National Aboriginal and Torres Strait Islander Social Survey.

• AIATSIS National Indigenous Languages Survey (NILS3).

• ABS National Aboriginal and Torres Strait Islander Health Survey.

• Footprints in Time – The Longitudinal Study of Indigenous Children (LSIC).

• The Australian Social Value Bank – https://asvb.com.au/
– Provides a bank of methodologically consistent and robust social values and 

tools to put an economic value on the improvement in wellbeing of Australians.

• Literature searches.

• Other evaluations in your field of work.

Assessing existing measures – questions to ask

• How reliable and valid is the data source?

• Is it fit for purpose?

• Do you need to translate it to Australian or other context?

• Is the measure well-suited to the target population?

•  Is it culturally appropriate and relevant?

• Are staff members qualified and able to administer?
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Methods for collecting original data
See also Part One: Evaluation Framework – Section 5.2: Data collection: How do we measure it? 
for further detail.

Surveys

How to Use Pros Cons

Surveying is sometimes used over the 
course of a project/evaluation to provide 
information on a large number of 
participants, often over a period of time. 

Depending on the method used, they can 
be an effective and low-cost way to 
collect data. 

There are five key methods for 
surveying: face-to-face, postal, online, 
telephone, or handout. The efficacy of 
each varies depending on intended 
participants.

• Typically provides detail, giving 
information on a variety of topics.

• Low-cost.

• Easy to collect statistical data 
over periods of time.

• Risk of sample bias: certain types 
of people are less willing or able to 
participate, leading to a gap in the 
data.

• Measurement error: data collected 
may be incorrect where 
participants provide false 
information (misinterpret the 
question, imperfect recall, etc).

• Risk of bias in question: leading 
questions can result in higher 
likelihood of certain results.

Figure 11:  Example survey template

Please indicate your level of agreement with the following statements:

Strongly 
agree

Agree Neither 
agree nor 
disagree

Disagree Strongly 
disagree

It was easy to find information about this program

The program ran at times that made it easy for me to get involved

People running the program made me feel welcome

Information was always given to me in a way that made sense

The program was interesting and useful to me
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Interviews and Focus Groups

How to Use Pros Cons

Often used in process evaluation. Interviews and 
focus groups are useful for collecting qualitative 
data on the views and experiences of participants 
to understand the project’s impact.

Interviews are more useful where an individual 
perspective is required.

Focus groups are more useful where a group 
perspective is required. It is also particularly 
useful where participants in the group are less 
likely to agree to a solo interview (e.g. children). 
Focus groups can also be pragmatic, gathering a 
wide range of views at once, or opportunistically 
linked to group activities (e.g. staff meetings).

• Allows for the collection of 
detailed information on 
individual or collective impact 
of the project.

• Can be organic, often 
engendering candid and 
authentic responses.

• Offers further explanation for 
data already collected.

• Might be more time intensive 
than other forms of data 
collection.

• Risk of bias: certain 
individuals may be more or 
less willing/able to 
participate.

• Focus groups require careful 
moderation in order to ensure 
all participants have equal 
opportunity to contribute.

Figure 12:  Example interview template

Interviewee:  Age:  Researcher: Date: 

Introduction: (Adapt as necessary to be contextually and culturally appropriate)

Hello, my name’s  . 

This week the town’s community development team is talking to people who have been involved in the ‘Together 4 Tea’ 
program to find out what their experience has been like. We’ll be using this information to work out how well the ‘Together 
4 Tea’ program helps people in our community. It’s optional to participate in these conversations, and you can choose to 
stop the conversation at any time.

Are you happy to talk to me today about your experience of ‘Together 4 Tea’?

If yes:

Giving your name and age is optional, would you like to give that information today?

Could you tell me what it was like to be part of ‘Together 4 Tea’?

Do you plan to keep meeting your ‘Together 4 Tea’ group so long as you’re able to? And if so, why, or why not?

If you weren’t taking part in ‘Together 4 Tea’, how do you think your life today would be different?

Do you have regular meetings with other people or groups in the community?

Have you previously participated in any group meet-ups like ‘Together 4 Tea’ or something similar?

Is there anything else you’d like to add about ‘Together 4 Tea’?
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Figure 13:  Example focus group template

Facilitator: Group: Date: 

Program: Location: 

Facilitator introduction to the group; contextually and culturally appropriate.

What made you get involved with ‘Together 4 Tea’?

Thinking about your expectations when you joined the program, has it been what you expected?

Has anything changed in your weekly routine since you started attending ‘Together 4 Tea’?

Do you feel more connected to your community since you started attending ‘Together 4 Tea’?

What is the most significant change you’ve experienced as a result of your participation in ‘Together 4 Tea’?
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 Toolkit 7: Data Analysis

Analysing existing data
How to Use Pros Cons

An analysis of existing data can be 
used to quickly gather background 
information about what has or has not 
worked before in similar contexts. It 
can be used to conduct a needs 
analysis.

• Requires little effort and can be 
cost effective.

• Plenty of sources of data are 
typically available.

• Can provide an initial basic 
understanding and context to pair 
with other analytical tools.

• No control over data quality, and 
data collection points cannot be 
set.

Figure 14:  Example existing data analysis plan template

Project: 

Researcher: Date: 

Aim of the research: Outline the aims and objectives of the evaluation and what your research questions are.

Background/rationale: Provide an explanation of why the evaluation is being done and what is already known about 
the topic.

Evaluation design: Provide an overview of the design and methods you will use, including the number of samples 
you will review and the data analysis you will undertake.

Relate these back to the aims and objectives of your evaluation.
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5

Report:
Draft the report and  

have it reviewed by a peer  
prior to issuing the final report.

4

1

Data sources:
Choose your data sources  
and review them against  
quality/selection criteria  

(e.g. age of data, sample size involved)

3

2

Define:
Define a focus area and  

identify the aims and objectives 
of your analysis. 

Ensure alignment to strategic 
community plan/corporate 

business plan.

Review:

Synthesise:

Review selected data sources  
and gather key findings  

and insights

Where there are multiple  
data sources, synthesise  
key findings and insights  

and determine recommendations 
based on these.

Figure 15:  Existing data analysis approach



Reporting the findings of an 
evaluation is a core 
component of its design …
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 Toolkit 8: Reporting

Reporting: How and when?

See also Part One: Evaluation Framework – Section 6.3: Sharing 
results: How are evaluation findings presented? for further details.

The evaluation reporting schedule should be set out in the evaluation plan. This will 
generally fit within your local government’s existing reporting timeframes (i.e. 
monthly, quarterly, annual reports) however it may differ depending on external 
funding requirements, partnership projects etc.

Reporting the findings of an evaluation is a core component of its design, and has the 
potential to feed into continual improvement of programs with adjustment and 
developments at various program iterations. As such, the timing of evaluation, 
including interim and final reports, is strongly tied to the success of activities.

In planning your reporting, you should take into account the time required to 
collect and analyse data, compile results, prepare an initial draft report and have 
it reviewed by a peer, with adequate time remaining to write revisions.
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Figure 16:  Reporting template

Reporting template

Title page

Project name

Department

Contact details

Date (month and year of publication)

Executive summary
A high-level overview that sets out important findings and offers decision-makers key insights in an efficient 
format.

Introduction
Outline the major sections of the report and the primary people involved in analysis and production of the 
report.

Background
Provide any relevant context that might not be included in the introduction—such as rationale for the 
evaluation or who initiated it and why.

Research questions
State the research questions that informed your evaluation.

Methods used
Describe step-by-step the process used to complete the data analysis.

Results
Outline the findings and any recommendations that arose from the evaluation.

Figure 17 on the next page can assist in developing a final evaluation report. 
Interim reports utilise a similar structure while drawing upon the data that is available at that point in time, 
but the findings and conclusions given are still in developmental form.
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Figure 17:  Final evaluation report checklist

Final evaluation report checklist

Executive summary: 
This section caters for those who will not read 
the entire report and pulls out the key details.

 ❏ Clearly describe what was evaluated.

 ❏ Outline why the evaluation was conducted.

 ❏ Summarise the major findings.

 ❏ Summarise the key recommendations.

 ❏ Identify who the report is aimed at.

 ❏ Describe any major constraints upon the evaluation and the 
context in which they arose.

Background: 
This section gives context to the program and 
its rationale.

 ❏ Provide an overview of the origins of the program.

 ❏ Describe the aims and objectives of the program.

 ❏ Describe the participants and staff in the program.

Evaluation framework: 
This section explains how and why the 
evaluation was designed and conducted. It 
addresses what was in and out of scope, and 
sets out the methods, tools and any other 
relevant information.

 ❏ Explain the purpose of the evaluation.

 ❏ Describe the context within which the evaluation was 
undertaken.

 ❏ State the evaluation team members.

 ❏ Set out the evaluation design.

 ❏ State the evaluation questions.

 ❏ Describe data collection procedures and instruments used.

 ❏ Outline any limitations experienced.

Evaluation findings: 
This section addresses the results of your 
evaluation. Organising results by using the key 
evaluation questions as subheadings can be 
useful. Not all data collected needs to be 
presented in this section; some may be 
presented in an appendix.

 ❏ Outline results according to each of the key evaluation 
questions.

 ❏ Draw insights from data collection to answer the key 
evaluation questions being addressed.

 ❏ This section is not only about presenting data, but also 
interpreting information and making a value judgement.

 ❏ Use graphics where appropriate.

Conclusion and recommendations: 
This section provides a high level outline of 
the success of the project and lessons 
learned, based on evaluation findings. Key 
recommendations that could be used to 
inform future policy or program work should 
be included in this section (as well as the 
executive summary).

 ❏ Summarise the success of the project.

 ❏ Outline the key recommendations.

 ❏ Identify the potential uses for these recommendations.

 ❏ Set out how the evaluation findings will be used.
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 Toolkit 9: Further resources

Evaluation tools and frameworks
• Arts Queensland resources on evaluation – An easy-to-read resource from the 

Queensland government, designed for the Australian context, particularly targeted 
at arts and culture:  
https://www.arts.qld.gov.au/-acumen/resources/evaluation-and-reporting

• Technical Guide for Outcomes Measurement, NSW Office of Social Impact 
Investment:  
https://www.osii.nsw.gov.au/assets/office-of-social-impact-investment/files/
Technical-guide-for-outcomes-measurement.pdf

• The Victorian government has produced a public health and wellbeing outcomes 
measurement framework:  
https://www2.health.vic.gov.au/about/publications/policiesandguidelines/victorian-
public-health-and-wellbeing-outcomes-framework

• The Evaluation Toolbox has a short tutorial on developing a Monitoring & 
Evaluation plan:  
http://evaluationtoolbox.net.au/index.php?option=com_
content&view=article&id=20&Itemid=159

• BetterEvaluation’s Rainbow Framework is a comprehensive and easy to use 
evaluation planning tool. It covers evaluation tasks and options from setting up an 
evaluation to reporting and utilisation of findings:  
https://www.betterevaluation.org/en/resource/tool/be_planning_tool

Logic models
• Kellogg Foundation Logic Model Development Guide: An extensive, ‘go to’ resource 

for developing and understanding logic models, inclduing templates:  
https://www.ncga.state.nc.us/PED/Resources/documents/LogicModelGuide.pdf

• The University of Wisconsin-Madison Program Development and Evaluation site: 
https://fyi.extension.wisc.edu/programdevelopment/logic-models/

Stakeholder engagement
• Cancer Australia ‘Consumer Involvement Toolkit’ contains multiple resources on 

consumer involvement, including service delivery and research. The knowledge 
presented is applied, accessible and transferrable. Contains checklists and 
templates:  
https://consumerinvolvement.canceraustralia.gov.au/

• Preskill, H. & Jones, N. 2009. “A Practical Guide for Engaging Stakeholders in 
Developing Evaluation Questions.” Robert Wood Johnson Foundation. This 
resource includes strategies and checklists for engaging stakeholders: 
https://www.fsg.org/tools-and-resources/practical-guide-engaging-stakeholders- 
developing-evaluation-questions-0

• Bennett, S, Reeve, R., Muir, K., Marjolin, A., Powell, A. (2016), Orienting your 
journey: An approach for indicator assessment and selection, Toolkit, Sydney: 
Centre for Social Impact:  
http://www.csi.edu.au/media/Orienting_Your_Journey_- _Change_Collection.pdf

https://www.osii.nsw.gov.au/assets/office-of-social-impact-investment/files/Technical-guide-for-outcomes-measurement.pdf
https://www.osii.nsw.gov.au/assets/office-of-social-impact-investment/files/Technical-guide-for-outcomes-measurement.pdf
http://evaluationtoolbox.net.au/index.php?option=com_content&view=article&id=20&Itemid=159
http://evaluationtoolbox.net.au/index.php?option=com_content&view=article&id=20&Itemid=159
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Evaluation design
• Australian Institute of Family Studies – Planning for evaluation: basic principles. 

Questions to consider and in-depth consideration of data collection methods and 
tools for designing your evaluation plan:  
https://aifs.gov.au/cfca/publications/planning-evaluation-i-basic-principles

Templates and examples of evaluation plans
• Australian Institute of Family Studies – Planning an evaluation step by step:  

https://aifs.gov.au/cfca/how-develop-program-evaluation-plan

Ethics
• Australian Evaluation Society Ethical Guidelines including a Code of Ethics: 

https://aes.asn.au/ethical-guidelines

• Australian Institute of Aboriginal and Torres Strait Islander Studies, 2012, 
Guidelines for Ethical Research in Australian Indigenous Studies. Working in a 
culturally safe way with Indigenous Australians. Principles of ethical research with 
Indigenous Australians, and how to apply them:  
https://aiatsis.gov.au/sites/default/files/2020-10/aiatsis-code-ethics.pdf

• The UWA Human Research Ethics Committee web page provides access to 
templates for consent and information sheets which you can adapt:  
https://www.research.uwa.edu.au/staff/human-research/human-ethics

Advanced reading
Developed by HM Treasury, the Magenta Book series is a comprehensive guide to 
designing an evaluation framework: 
https://www.gov.uk/government/publications/the-magenta-book

http://aiatsis.gov.au/sites/default/files/docs/research-and-guides/ethics/GERAIS.pdf
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